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Abstract

Hybrid multiscale agent-based models (ABMs) are unique in their ability to simulate
individual cell interactions and microenvironmental dynamics. Unfortunately, the high
computational cost of modeling individual cells, the inherent stochasticity due to
probabilistic phenotypic transitions, and numerous model parameters that are difficult
to measure directly are fundamental limitations of applying such models to predict
tumor dynamics. To overcome these challenges, we have developed a coarse-grained
two-scale ABM (cgABM) calibrated with a set of time-resolved microscopy
measurements of cancer cells grown with different initial conditions. The multiscale
model consists of a reaction-diffusion type model capturing the spatio-temporal
evolution of glucose and growth factors in the tumor microenvironment (at tissue scale),
coupled with a lattice-free ABM to simulate individual cell dynamics (at cellular scale).
The experimental data consists of BT474 human breast carcinoma cells initialized with
different glucose concentrations and tumor cell confluences. The confluence of live and
dead cells was measured every three hours over four days. Given this model and data,
we perform a global sensitivity analysis to identify the relative importance of the model
parameters. The subsequent cgABM with a reduced parameter space is calibrated
within a Bayesian framework to the experimental data to estimate model parameters,
which are then used to predict the temporal evolution of the living and dead cell
populations. To this end, a moment-based Bayesian inference is proposed to account for
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the stochasticity of the cgABM while quantifying uncertainties in model parameters and
observational data. The results indicate that the cgABM can reliably predict the
spatiotemporal evolution of breast cancer cells observed by the microscopy data with an
average error and standard deviation for live and dead cells being 7.61±2.01 and
5.78±1.13, respectively.

Author summary

The calibration of agent-based models of tumor growth to experimental data remains a
challenge in computational oncology. Besides the computational cost of modeling
thousands of agents, the model’s intrinsic stochasticity demands numerous realizations
of the simulations to accurately represent the statistical features of the model
predictions. We developed a hybrid, multiscale, coarse-grain, agent-based model that
captures the growth and decline of human breast carcinoma cells under different initial
conditions. We determined the effects of coarse-graining the ABM on the multiscale
model output, and the number of repetitions necessary to capture the stochastic
transitions present in the model. We identified the most influential parameters on the
model prediction through a sensitivity analysis and selected which parameters can be
fixed and which ones should be calibrated. Using Bayesian calibration, we show that the
model can accurately represent the experimental data. The validation step indicates
that our model can reliably predict the in vitro data, depending on the choice of the
training (calibration data) sets.

Introduction 1

Tumor growth and treatment response are governed by the complex interplay of 2

numerous phenomena occurring at various spatial and temporal scales. Hybrid 3

multiscale models of tumor development consist of discrete models of individual cell 4

interactions and their phenotypic transitions coupled to continuum models of 5

microenvironmental evolution. These models allow investigation of the complex 6

mechanisms of tumor initiation and growth at the interface of cellular, 7

microenvironmental, and tissue scales events. More specifically, hybrid multiscale 8

agent-based models (ABMs) consist of a continuum model capturing the spatio-temporal 9

evolution of nutrients and growth factors in the tumor microenvironment. At the 10

cellular scale, agent-based models simulate individual cell division and growth, cell-cell 11

and cell-microenvironment interactions, and phenotypic switches that follow a 12

user-defined set of probabilistic rules. The discrete agent-based and continuum models 13

are coupled such that cellular dynamics influence the continuum model through nutrient 14

consumption, while the concentration of nutrient impacts the decision-making process of 15

the individual agents in the cell-scale model [1–16]. The primary benefit of combining 16

multiple models is the ability to simulate coupled, multiscale processes and mechanisms 17

responsible for tumor growth and treatment response [17]. This provides an opportunity 18

to computationally test a range of hypotheses on the underlying biological phenomena 19

driving cancer development. In this regard, hybrid ABMs have become powerful 20

computational tools to study the complex and multiscale processes of tumor 21

development including, for example, proliferation [14,18], migration [11,19], 22

invasion [3, 5], angiogenesis [20, 21] along with mechanical [3, 22] and biochemical [11, 18] 23

cues. For example, Macklin et al. [1, 18] used a patient-calibrated agent-based cell of 24

ductal carcinoma to estimate biophysical parameters that are challenging to observe 25

experimentally, such as time duration of apoptosis and cell calcification. Additionally, 26

Rocha et al. [3] developed a hybrid three scale model consisting of a reaction-diffusion 27
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type continuum model of the tumor microenvironment (tissue scale), a lattice-free ABM 28

of cell dynamics (cellular scale), and an inter- and intracellular signaling pathways 29

model represented by a system of coupled nonlinear differential equations (sub-cellular 30

scale). The model describes the major biological feature of avascular tumor dynamics, 31

such as the proliferative, hypoxic, and necrotic regions. For a comprehensive review of 32

discrete and hybrid tumor growth models and their applications, the interested reader is 33

referred to [23], and the references cited therein. 34

In spite of these advances in agent-based models, they still possess fundamental 35

limitations that restrict their ability to accurately predict the spatiotemporal evolution 36

of a tumor given practical, experimental scenarios – a major goal of this developing 37

field [24, 25]. In particular, the computational cost increases rapidly with the number of 38

simulated agents since the evolution of the system relies upon the interactions of the 39

individual cells with both each other and the surrounding milieu. This makes ABMs 40

extraordinarily challenging to simulate large biological systems on practical time and 41

length scales. Another challenge arises when attempting to calibrate hybrid ABMs to 42

experimental data as the models typically require measurements that span the micro- to 43

macroscopic scales. Obtaining such measurements may be cost-prohibitive or not 44

technically feasible. Furthermore, the intrinsic stochasticity of ABM models (due to the 45

probabilistic decision criteria describing, for example, phenotypic transitions) adds 46

further computational complications [26,27]. Thus, standard parameter estimation 47

techniques cannot adequately characterize the errors in ABM parameter 48

calibrations [28], and new approaches are needed. Despite these barriers, there have 49

been several previous efforts attempting to calibrate ABMs using experimental data. 50

For example, Jiang et al. [5] showed that an ABM successfully captures the growth of 51

mouse mammary tumor spheroids observed from in vitro measurements. Macklin et 52

al. [18] calibrated a hybrid ABM using x-ray mammographic measurements of ductal 53

carcinoma in situ and demonstrated the ability of the model to depict tumor 54

heterogeneity. However, there are pronounced uncertainties in the parameters estimated 55

from calibrating ABMs to experimental data, which translates into uncertainties in 56

model predictions. 57

A common approach to reducing the high computational cost associated with hybrid 58

ABMs is representing clusters of cells within the biological system by individual 59

agents [22, 29–31], rather than simulating each cell with its own agent. This approach is 60

known as “coarse-graining” in particle simulations of chemical or physical processes 61

whereby several physical particles are lumped into a single simulation agent (or bead) to 62

substantially reduce the degrees of freedom (see, e.g., [32]). Additionally, improving the 63

predictive utility of hybrid ABMs in cancer requires the integration of data and models 64

through a systematic model calibration and validation scheme that rigorously handles 65

uncertainties in data and parameter calibration [17,33,34] as well as parameter 66

inference methods that cope with the inherent stochasticity of the model [35,36]. 67

In this contribution, we aim to overcome these challenges by developing a 68

coarse-grained, two-scale ABM (cgABM) that can be calibrated with in vitro, 69

time-resolved microscopy data of human breast carcinoma cells growing from a range of 70

initial confluences and nutrient levels. A variance-based global sensitivity analysis is 71

conducted to identify the relative importance of the parameters within the cgABM. We 72

then perform a Bayesian calibration of the cgABM to the microscopy data, which allows 73

for quantification of the uncertainties in both the model parameters and the 74

observational data. The calibration is performed via a moment-based Bayesian inference 75

that generalizes the likelihood function to account for the stochasticity of the cgABM in 76

the inverse problem. Additionally, the Bayesian inferences are implemented using 77

parallel codes with efficient use of high-performance computing resources that enable 78

conducting the computationally expensive Bayesian calibration of the cgABM. Finally, 79
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the validity of our approach is assessed by predicting a set of measurements outside the 80

calibration data. 81

Materials and Methods 82

Hybrid two-scales agent-based model 83

The model we develop is a modification of a hybrid cell-tissue ABM we previously 84

introduced [3] which links the tissue, cell, and sub-cell scales. Briefly, at the tissue level, 85

the dispersion of nutrients and growth factors in the tumor microenvironment is 86

modeled through reaction-diffusion equations. The ABM characterizes the cell level by 87

describing normal and tumor cell dynamics, with cancer cells differentiated into 88

proliferative, apoptotic, hypoxic, and necrotic states. Finally, the sub-cell scale 89

integrates the epidermal growth factor receptor (EGFR) pathway as modeled by a 90

system of coupled nonlinear differential equations. As our primary interest here is to 91

calibrate this model to the time-resolved microscopy measurements of a growing tumor 92

mass, we neglect the sub-cellular signaling pathway model, reduce the possible cell 93

phenotypical states, and course-grain the discrete model so that each agent represents 94

multiple cells with the same phenotypes. Additionally, to preserve the fidelity of the 95

hybrid cgABM in depicting the observational measurements, the rule-based decisions of 96

phenotypical transitions are enhanced compared to [3]. The details of the discrete 97

cellular scale, the continuous tissue scale, and their coupling are summarized in the next 98

subsections. 99

Discrete cellular scale model 100

The interactions between cells are captured by a discrete, lattice-free ABM in which the 101

agents (i.e., a single tumor cell or a cluster of cells) are free to move throughout the 102

domain unrestrained by a grid. As done in [3,18,20,37], we represent the cell as a circle, 103

and track the cell radius over time. The geometry of the ith cell, at time t and position 104

xi, is defined by its radius Ri, with an incompressible nucleus of radius RNi . We also 105

define an action radius RAi (with RNi < Ri < RAi ) to specify short-range interactions 106

capturing cell-cell adhesion and repulsion. With these definitions, cell movement is 107

determined by the following three mechanisms [3, 18]: 108

1. The cell-cell adhesive force, F cca, and cell-cell repulsive force, F ccr, between the
ith and jth cells are defined as,

F ijcca = −ccca∇ϕ
(
lij ;RAi +RAj

)
, (1)

F ijccr = −cccr∇ψ
(
lij ;RNi +RNj , Ri +Rj

)
, (2)

where lij = xj − xi is the distance between the center of the ith and jth cells, and
ccca and cccr are the cell-cell adhesion and repulsion scale parameters, respectively.
The interaction potentials for adhesion, ϕ, and repulsion, ψ, are given by,

∇ϕ(l, RA) =

{ (
|l|
RA − 1

)2
l
|l| , 0 ≤ |l| ≤ RA;

0, otherwise;
(3)

∇ψ(l, RN , R) =


−
(
RN |l|
R2 − 2|l|

R + 1
)
l
|l| , 0 ≤ |l| ≤ RN ;

−
(
|l|2
R2 − 2|l|

R + 1
)
l
|l| , RN ≤ |l| ≤ R;

0, otherwise.

(4)
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In Eq. (3), the effects of the adhesion between the cells begins when their action 109

radius overlaps, with the adhesion intensity increasing as the distance between the 110

cells decreases. This phenomenon is balanced by the repulsion force, Eq. (4), 111

which begins to act when there is contact between two cells (i.e., the distance 112

between the two cells is equal the sum of their radius). As we assume that cell 113

nucleus is incompressible, the effects of the repulsion increases if the nucleus of the 114

cells overlap. 115

2. The compression force, F ct, and the resistance to the compression force, F ccr,
represent the effects of the boundary on the ith cell as it grows and it is given by,

F ict = −cct∇ϕ
(
li;RAi

)
, (5)

F irct = −crct∇ψ
(
li;RNi , Ri

)
, (6)

where li is the distance between the ith cell and the domain boundary, and cct 116

and crct are the cell-boundary adhesion and repulsion scale parameters, 117

respectively. The simulation domain represents the whole experimental well. 118

Therefore, we consider a non-permeable incompressible boundary, such that the 119

tumor cells cannot leave the domain. 120

3. Due to the low speed of interstitial flow, the linear drag force of interstitial fluid
flow, F drag, is captured via,

F idrag = −νvi, (7)

where vi is the velocity of the ith cell, and the constant ν characterizes the fluid 121

viscosity. 122

The balance of forces acting on the ith cell of mass mi is obtained by Newton’s
second law,

miv̇i =

cell-cell interaction︷ ︸︸ ︷
N(t)∑
j=1
j 6=i

(F ijcca + F ijccr) + (F idrag + F ict + F irct)︸ ︷︷ ︸
cell-microenvironment interaction

, (8)

where N(t) is the total number of cells. Disregarding the inertial effects and substituting
the drag force from Eq. (7) into Eq. (8) results in the velocity of the ith cell as

vi =
1

ν

N(t)∑
j=1
j 6=i

(Fijcca + Fijccr) + Fict + Firct

 . (9)

Thus, the position of the cell at time tk+1 is given as:

xi(tk+1) = xi(tk) + vi∆t, (10)

where ∆t = tk+1 − tk indicates the time interval. 123

In our model, the possible cell phenotypes are quiescent, Q, proliferative, P, and 124

dying cells, D. Figure 1 provides a schematic illustration of rules for transitioning 125

between these states. After a time τP − τG1, (i.e., the differences between the duration 126

of the cell cycle, τP , and the duration of the growth phase, τG1) the cell undergoes 127

mitosis in which two daughter cells, each with half the area of the parent cell, are 128

created in a deterministic process. The daughter cells grow until they reach the area of 129

the parent cell, and enter the quiescent state after time, τG1. 130
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The transitions from the quiescent, Q, to the proliferative, P, and death, D,
phenotypes are stochastic processes [3, 18,37] and governed by the following
probabilities:

P (D|Q) = 1− exp(αD(σ)∆t), (11)

P (P|Q) = 1− exp(αP (σ)∆t). (12)

In Eqs. (11) and (12), the intensity factors αD and αP are functions of the nutrient
concentration σ:

αD(σ) = ᾱD + γD
1

1 + exp(−2k(σH − σ))
, (13)

αP (σ) = max

(
ᾱP

σ − σH
1− σH

, 0

)
, (14)

where ᾱD is the apoptosis rate, γD controls the increase in cell death due to the lack of 131

nutrients, σH is the hypoxic threshold, and ᾱP is the proliferation rate. The second 132

term on the right-hand side in Eq. (13) is a smooth approximation to the step function, 133

such that a larger value of k leads to a sharper transition at σ = σH . This term is 134

incorporated to capture the effects of hypoxia, while its parameters can be well 135

informed by the in vitro measurements of dead cell confluence. Eq. (14) simulates the 136

regulatory effect of the nutrient on cell proliferation up to the threshold σH , below 137

which the cell does not have enough nutrient to undergo mitosis. 138

P PP
PS and G2

τP − τG1

QG1
τG1

αP (σ)

D
αD(σ)

Fig 1. Schematic illustration of phenotypic transitions. The transitions
between cell phenotypes can be deterministic (black arrows) or stochastic (red arrows).
Proliferative (P) tumor cells split into two cells with half of the original area after time
interval τP − τG1, where τP is the duration of the cell cycle, and τG1 is the duration of
the growth phase G1. This time interval includes the S and G2 phases of cell cycle. The
new cells enter the growth phase, reaching the same area as the original cell, and then
return to the quiescent (Q) state. The transitions from quiescent cells are controlled by
the intensity functions αP and αD, which govern the transition to proliferative and
dead (D) cells, respectively. These transitions probabilities are proportional to the
nutrient concentration, σ.

Continuum tissue scale model 139

The evolution of nutrient is modeled at the tissue scale in which the nutrient is assumed
diffuse in the microenvironment and taken up by living cells. Nutrient concentration, σ,
is governed by a mass conservation condition based on reaction-diffusion equations. Let
Ω be the domain with a smooth boundary δΩ in which the development of living cells
takes place due to the presence of nutrient, the governing equations at the macroscale
is [3, 18,37]:

∂σ

∂t
= ∇ · (D∇σ)− Λ(x, t)σ, in Ω, (15)

n ·∇σ = 0, on ∂Ω, (16)
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where D is the nutrient diffusion, n is a unit normal vector to ∂Ω, and Λ(x, t) is a
function describing the nutrient uptake rate. This function couples the discrete model
with the continuum model (the cellular and tissue scales, respectively), and it is given as

Λ(x, t) = λρt, (17)

where λ is the nutrient consumption rate by living cells (i.e., quiescent plus proliferative 140

cells), and ρt is the volume fraction occupied by live cells. The nutrient uptake rate 141

function averages the microscale (cellular) events. 142

Numerical solution of the hybrid ABM 143

The ABM is implemented in C++ using an object-oriented approach to model each cell 144

in an object that stores the position (x), velocity (v), and the forces acting on each cell. 145

Additionally, the nucleus, cytoplasm, and the action radii are all saved to track each 146

cell’s growth. The continuum reaction-diffusion model is solved using the C++ 147

finite-element library libMesh [38]. The code itself, as a well as a description of how to 148

use it, is provided at https://github.com/eabflima/avascular_abm. In summary, 149

the solution steps of the hybrid ABM are: 150

1. Initialize the nutrient field uniformly according to the value used in the in vitro 151

experimental condition (we normalized the initial condition by the highest value 152

used experimentally). 153

2. Initialize the discrete model by seeding the tumor agents positions randomly in 154

the domain such as the model confluences match the experimental live and dead 155

cells tumor confluences. 156

3. Solve the reaction-diffusion equation and update the microenviroment conditions. 157

4. Update the phenotypic states based on the nutrient concentration. 158

5. Compute the balance of the forces acting on each cell, and update cell positions. 159

6. Return to step 3 and solve the model until the desired length of simulation is 160

reached. 161

Variance-based global sensitivity analysis 162

Global sensitivity analysis allows understanding and quantifying the impact of model 163

parameters on the variation of the model outputs [39–41]. In time-dependent biological 164

processes, such as those simulated by multiscale ABMs, sensitivity analysis determines 165

the relative importance of each model parameter on the system responses during its 166

evolution. In this regard, conducting sensitivity analysis aids in understanding the 167

biological mechanisms that govern the system behavior. At the same time, it can guide 168

the model calibration process by refining the estimations of the most effective 169

parameters. 170

We employ a variance-based global sensitivity analysis method (also known as the 171

Sobol’ Indices), in which the sensitivity of the model output to input parameters is 172

computed by the quantity of (conditional) variance in the output caused by that specific 173

input [42–44]. This method allows analyzing numerous model parameters 174

simultaneously as well as being sufficiently general to handle complex multiscale 175

problems. We now summarize the application of this method to our problem. 176

In a non-additive model, such as an ABM with K uncertain parameters (input 177

factors) {θk}Kk=1, the model output d(θ) = d(θ1, θ2, · · · , θK) depends on the 178
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interactions among the parameters. The model output variance, V(d), can be 179

decomposed by conditioning with respect to all inputs except θk [45, 46], 180

V(d) = Vθ∼k
(Eθk(d|θ∼k)) + Eθ∼k

(Vθk(d|θ∼k)) , (18)

where θk is the k-th input factor, where θ∼k indicates the matrix of all factors except 181

θk, and Eθ∼k
(·) and Vθ∼k

(·) represents the mean and variance, respectively, taken over 182

all possible values of θ∼k while θk is fixed. Eq. (18) results in a sensitivity measure; the 183

so-called total effect index [45, 46], 184

STk
= 1− Vθ∼k

(Eθk(d|θ∼k))

V(d)
. (19)

In Eq. (19), Vθ∼k
(Eθk(d|θ∼k)) denotes the expected reduction in variance if all values 185

other than θk are fixed. Thus, the total effect, STk
, measures the contribution of the 186

input θk to the model output variation. A “small” total effect index indicates that 187

fixing θk at any value within the range of its uncertainty will not affect the model 188

output significantly. 189

Monte-Carlo estimation of total effect sensitivity index 190

To compute the sensitivity index, we employ an efficient sampling method and an 191

estimator proposed by Saltelli [40, 45, 47, 48]. Estimating STk
using this method consists 192

of constructing two N ×K matrices, A and B, in which N random samples are drawn 193

from a uniform distribution corresponding to the range of each parameters’ uncertainty. 194

Additionally, K matrices A
(k)
B , k = 1, 2, · · · ,K, are defined where all columns are from 195

A except the kth column, which comes from B. The model outputs are then evaluated 196

for each row of the matrices A and A
(k)
B and the outputs are stored in the vectors Y A 197

and Y
(k)
AB. The total-effect index for each parameter, {STk

}Kk=1, can be approximated 198

using the following estimator [48], 199

STk
≈ 1

2N

N∑
j=1

(
(Y A)j −

(
Y

(k)
AB

)
j

)2

. (20)

This algorithm reduces the computational cost of estimating multi-dimensional integrals 200

to N(K + 1) model evaluations. For a time-dependent process, the above steps can be 201

repeated for each time instance to represent the temporally-varying importance of each 202

model parameter. We present the time evolution of STk
for multiple ABM outputs (e.g., 203

live and dead tumor cells with different nutrient and confluence initial conditions) in the 204

results section. 205

Model calibration under uncertainty 206

Predictive modeling of biophysical systems requires characterizing the uncertainties in 207

both the model parameters (due to simplifying assumptions made to develop the model) 208

and the experimental data (due to noise and variability in measurements), as well as the 209

uncertainty in the Quantity of Interest (QoI; i.e., the target of the prediction). Bayesian 210

approaches to problems of statistical inference provide general frameworks for 211

identifying the essential features of a predictive model, while also providing means to 212

characterize uncertainty. The main feature of these approaches is that the model 213

parameters, θ, and the observational data, D, are random variables represented by 214

probability density functions (PDFs), π(θ) and π(D), respectively. In this section, we 215

first summarize a Bayesian calibration and validation process, and then discuss the form 216

of the likelihood function for Bayesian inference of our stochastic ABM along with the 217

numerical solution using a multi-level sampling algorithm. 218
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Bayesian statistical inference 219

To represent the uncertainties in both the data and the model parameters, we make use 220

of a statistical inference method in which the probability density functions (PDF) of the 221

calibrated parameters are given by Bayes’ formula [49]: 222

πpost(θ|D) =
πlike(D|θ) · πprior(θ)

πevid(D)
. (21)

In Eq. (21), πpost(θ|D) is the posterior PDF defining the Bayesian update of the prior 223

information represented by πprior(θ), πlike(D|θ) is the likelihood PDF, and πevid(D) is 224

the evidence seen as a normalization factor (since
∫
πpost = 1), 225

πevid(D) =

∫
πlike(D|θ) · πprior(θ) dθ. (22)

One can use the principle of maximum entropy to construct the prior of the model 226

parameters [50] based on their known features (e.g., bounds, mean, and variance). In 227

the case that only the parameters’ bounds are available, then a uniform distribution is 228

used as a prior θ. Finally, to explain the posterior PDF, πpost(θ|D), with a point 229

estimate, one can use a Maximum A Posteriori (MAP) defined as, 230

θMAP = argmax
θ

πpost(θ|D). (23)

Likelihood function for stochastic forward models 231

The form of the likelihood function reflects the way the discrepancy between the model 232

output and the data are modeled. To account for uncertainties in computational models 233

(i.e., model inadequacy) and measurement data (i.e., data noise), likelihood functions 234

can be constructed by assigning a probability distribution, pε, to the error representing 235

the difference between the observational data, D, and the model output, d. The hybrid, 236

agent-based model involves inherent randomness due to the stochastic processes defining 237

the transition between the quiescent (Q), proliferative (P), and dead (D) states. Thus, 238

the same set of parameter values, boundary conditions, and initial conditions will result 239

in an ensemble of different outputs. The model output for the case of the stochastic 240

model is represented by d(θ, ω), where ω ∈ Ω with Ω the set of possible outcomes. 241

Under the additive noise assumption (see, e.g., [51, 52]), the total error is described as 242

ε = η + ξ = D− d(θ, ω), in which η and ξ indicate data noise and model inadequacy, 243

respectively. Then the likelihood function is the probability density function describing 244

the total error and is written as 245

πlike(D|θ) = pε(D− d(θ, ω)), (24)

where pε is a probability distribution. Here we assume that the error in the data and 246

the model are Gaussian random variables with zero mean, 247

η ∼ N (0,Γ−1data), ξ ∼ N (0,Γ−1model), (25)

where Γdata and Γmodel are the covariance matrices. 248

To develop the likelihood for stochastic models, at each time step, i = 1, · · · , Nt, we 249

denote a data point D
(j)
i as a sample from a distribution, D

(j)
i ∼ p(D) with 250

j = 1, · · · , ND. Similarly, to represent the randomness in the stochastic model, we 251

consider di(θ, ωj) = d
(j)
i as j = 1, · · · , Nr independent identically distributed 252

realizations of the model output at {ωj}Nr
j=1 as samples from a distribution 253

d
(j)
i ∼ p(d|θ). To represent the distance between the observational data D and the 254
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model output d in the likelihood function, we take the first moments of p(D) and 255

p(d|θ). The sample estimates of the mean of the data and model are, respectively, 256

µdi (θ) =
1

Nr

Nr∑
j=1

d
(j)
i (θ), (26)

µDi =
1

ND

ND∑
j=1

D
(j)
i . (27)

We note that using sample-based estimates of the statistical moments with a finite 257

number of model evaluations introduces statistical uncertainties in computing the 258

means. While one can account for such uncertainties by approximating the variances of 259

the moment estimators using methods of moment-based inference [53,54], we consider 260

sufficiently large Nr to minimize the statistical error as shown in the Results section. 261

The assumptions in Eq. (25) result in pε being a normal distribution ε ∼ N (0,Γ−1noise), 262

where Γnoise is the covariance matrix representing the data noise and model error. 263

Assuming Γdata = (σDi )2I and Γmodel = (σdi (θ))2I in Eq. (25), one can write 264

Γnoise = (σi)
2I, (σi)

2 = (σDi )2 + (σdi (θ))2, i = 1, 2, · · · , Nt. (28)

Following the above considerations, the proposed likelihood function for the stochastic 265

ABM model can be written explicitly as 266

ln(πlike(D|θ)) =

Nt∑
i=1

(
1

2
ln(2π)− ln(σi)−

1

2

(
µdi (θ)− µDi

σi

)2
)
. (29)

Sampling method for Bayesian Inference 267

To conduct Bayesian inference, one needs to compute the posterior density πpost(θ|D) 268

as the solution of the statistical inverse problem. Typically, Markov Chain Monte Carlo 269

(MCMC) sampling methods are employed to characterize the posterior distribution as 270

they guarantee asymptotically exact recovery of the posterior distribution as the 271

number of samples increases (see, e.g., [55, 56]). The solution of the Bayesian problem is 272

computationally expensive as the posterior distribution may be a complex object 273

requiring a large number of model evaluations. For the Bayesian calibration and 274

validation of the ABM, we make use of a parallel, adaptive, multilevel MCMC 275

algorithm [57]. In this work, we employ the adaptive multilevel MCMC implemented in 276

the C++ library QUESO (Quantification of Uncertainty for Estimation, Simulation, 277

and Optimization) [58] and refer the interested reader to [57] for details on the 278

computational implementation of this method. 279

Error metric and model validation 280

To access the quality of the calibrated model in matching experimental data, we 281

propose a metric using the cumulative probability distribution functions in L1(R). If φα 282

indicates cell confluence with α = L or D (i.e., live or dead confluences, respectively), 283

then set Ft(φα) and St(φα) to be the cumulative distribution functions for the model 284

output using πpost(θ|D) and the measured data at hour t, respectively. Then, the 285

metric is given as 286

Mt(Ft, St) =

∫∞
−∞ |Ft(φα)− St(φα)| dφα

Φ
, (30)

where Φ is the mean total confluence from the data at time t. Eq. (30) can be 287

considered as the relative error; however, here we take into account the uncertainties of 288
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data and model prediction. Such error measure can be used to check whether a 289

computational model is valid for predicting the quantities of interest. To this end, one 290

must specify a tolerance (accepted) error for the model prediction εtol. If the prediction 291

error is below such tolerance, say, 292

1

Nt

Nt∑
i=1

Mt ≤ εtol, (31)

then the model is deemed to be valid and can be used for making predictions in 293

scenarios well characterized by the calibration/validation data. 294

Experimental measurements 295

Cell lines and cell culture 296

BT474 human breast carcinoma cells were obtained from American Type Culture 297

Collection (ATCC, Manassas, VA). The cells were grown in Dulbecco’s modified eagle 298

medium (DMEM, Thermo Fisher Scientific Inc., Waltham, MA) supplemented with 299

10% fetal bovine serum (FBS, Sigma-Aldrich, St. Louis, MO) 1% L-glutamine (Thermo 300

Fisher Scientific Inc.), and 1% Penicillin Streptomycin (Thermo Fisher Scientific Inc.) 301

in 5% CO2 and air at 37°C. 302

D-(+)-glucose solution (Sigma-Aldrich) was added to glucose free DMEM to yield 303

media with glucose concentrations of 2, 5, and 10 mM. For each glucose level there were 304

three initial seeding densities, each with four replicates. Cells were seeded at a density 305

of 3.5×104, 5.0×104 and 6.0×104 cells/well on a 96-well tissue culture plate. We note 306

that, in the present study, all references to “nutrient” in the model development 307

presented above refer to glucose. 308

Time-resolved microscopy 309

Cells were incubated in the IncuCyte live-cell imaging system (Essen BioScience, USA). 310

Multiple images were acquired with a 4× objective and automatically stitched together 311

to obtain a whole well image for each well. The IncuCyte Cytotox Red reagent (Essen 312

BioScience, USA), a highly sensitive cyanine nucleic acid dye, was added into the 313

medium to quantify cell death. Once a cell’s plasma membrane begins to lose integrity, 314

the cytotox red enters the cell and yields a 100-1000-fold increase in fluorescence upon 315

binding to deoxyribonucleic acid (DNA). Phase-contrast images and fluorescent images 316

(Red channel, excitation wavelength: 585 nm and emission wavelength: 635 nm) were 317

acquired every 3 hours. 318

Image segmentation to quantify confluence over time 319

The BT-474 cells within the phase-contrast images at each time point were segmented 320

in Matlab (The Mathworks, Inc., Natick, MA). The first step was to define a mask 321

corresponding to the size of a well in a 96-well-plate from the IncuCyte Software (Essen 322

BioScience, Ann Arbor, MI). The mask was applied such that the region of interest only 323

included the area within each well. The masked region was converted to grayscale and 324

with the Matlab function “colfilt”, we calculated the standard deviation of signal 325

intensities within each 3-by-3 sliding block of the image to detect the edge of cell 326

clusters. Following that, a Gaussian filter was applied to smooth the image which was 327

then normalized to yield signal intensities between 0 and 1 (by dividing the value in 328

each pixel by the highest signal intensity from each image). Next, with the Matlab 329

function “imerode”, we shrank the clusters size and enlarged the holes to avoid losing 330

open space within clusters. The image was then binarized via the function “im2bw”, 331
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while the functions “imclose” and “imopen” were used to fill holes in the interior of cell 332

clusters and to smooth object contours, respectively. Finally, small objects were 333

removed from the image via the function “bwareaopen”. 334

Results 335

In all simulations, a circular domain of radius 3192 µm is used, which corresponds to 336

the in vitro experimental domain. The computational domain, for the continuum model, 337

is discretized by 2413 triangular elements with no flux permitted through the boundary. 338

This boundary condition mimics the tumor and glucose being contained by the walls of 339

the culture plate’s well. 340

Time-resolved microscopy data 341

Fig 2 displays a series of images showing tumor cell confluence over time in which the 342

cells were seeded at a density of 5.0× 104 cells/well with either 2 mM (row A) or 10 mM 343

glucose (row B). It is observed that as time progresses, the tumor cells in row A rapidly 344

consume the glucose, yielding an environment that becomes somewhat unfavorable for 345

continued expansion as manifested by the increase in dead cells (red) decays after day 2. 346

Conversely, the cells seeded within 10 mM of glucose (row B) are able to continue to 347

expand with minimal cell death. (See figure caption for more details.) 348

Developing a coarse-grained ABM 349

The effects of the coarse-graining on the ABM simulations are restrained by the amount 350

of relative error between the ABM and cgABM. Fig 3 shows the mean relative error and 351

the 95% credible interval of live (panel A) and dead (panel B) cells confluence for 352

different degrees of coarsening compared to the single-cell per agent. The simulations 353

are conducted for 5 mM glucose concentration with the initial confluences of dead and 354

live cells of 0.5 and 0.3, respectively. The values of the parameters used in these 355

numerical experiments are defined in Table 1, and the tolerance for the desired mean 356

relative absolute error is set at 5%. The highest degree of coarsening that satisfies this 357

tolerance, both for live and dead cells, is the 100 cells/agent. It is readily apparent that 358

increasing the degree of coarse-graining results in a higher error and, more importantly, 359

higher variance in the cgABM simulations. Based on these results, all subsequent 360

analyses are presented with a coarse-graining of 100 cells/agent. 361

Global sensitivity analysis 362

Variance-based global sensitivity analysis is conducted on the cgABM system to 363

determine how each parameter contributes to the model outputs (i.e., the live and dead 364

cell confluences). We perform the analysis for three different initial tumor confluences 365

with the densities of 3.5× 104 (low), 5.0× 104 (medium), and 6.0× 104 (high) cells/well, 366

as well as three initial glucose concentrations (2, 5, and 10 mM), and for seven 367

parameters (K = 7) that we posit control the cell population (ᾱP , ᾱD, D, λ, γD, k, and 368

σH). The other model parameters (i.e., R, RN , RA, cccr, ccca, τP , τG1, and τA) are kept 369

constant to the values reported in [18] (see Table 1). Due to the inherent stochasticity 370

of the cgABM, the sensitivity analysis is performed on the sample estimate of the mean 371

of the model output; i.e., substituting d in Eq. (19) with µd from Eq. (26), leading to a 372

computational cost of Nt = NrN(K + 1). For estimating the total-effect index for each 373

parameter in Eq. (20), N = 1000 samples are drawn from the uniform distributions 374

given in Table 1 with Nr = 16 model realizations per sample; therefore, the number of 375
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Fig 2. Row A presents example images from one well on days 0, 1, 2, 3, and 4 post seeding.
While the whole-well image consists of 2240 × 2240 pixels, here we present a window of 400 ×
400  pixels  within  the  same  area.  These  are  merged  images  of  phase  contrast  images  and
fluorescent images where dead cells were labeled in red by the Cytotox Red.  Confluence of live
and dead cells of the whole well are shown in the upper right corner of each panel. In this well,
the  cells  were  seeded  at  a  density  of  5.0  ×  104  cells/well,  supplied  with  culture  medium
containing 2 mM glucose. With these initial conditions, the available nutrient allowed the tumor
cells to increase in confluence until day 2, after which the environment cannot sustain growth,
resulting in cell death. Row B presents example images from another well on days 0, 1, 2, 3, and
4 post  seeding,  where cells  were seeded at  the same density,  supplied with culture medium
containing  10 mM glucose.  With  these  initial  conditions,  the  available  nutrient  allowed the
tumor cells to increase in confluence in 4 days. Each panel in row C presents confluences as a
function of time (sampled every three hours) with the initial glucose level shown in the subtitle.
In each panel, the average confluence of live cells with low, medium, and high seeding density
are shown in blue, green, and orange solid lines, respectively, with the 95% confidence interval
shown with shaded regions. The average confluence of dead cells with low, medium, and high
seeding density are shown in blue, green, and orange dashed lines, respectively, with the 95%
confidence interval  shown with shaded regions.

Fig 2. Time-resolved microscopy data. Row A presents example images from one
well on days 0, 1, 2, 3, and 4 post seeding. While the whole-well image consists of
2240× 2240 pixels, here we present a window of 400× 400 pixels within the same area.
These are merged images of phase contrast images and fluorescent images where dead
cells were labeled in red by the Cytotox Red. Percent confluence of live and dead cells
within the whole well are shown in the upper right corner of each panel. In this well,
the cells were seeded at a density of 5.0× 104 cells/well, supplied with culture medium
containing 2 mM glucose. With these initial conditions, the available nutrient allowed
the tumor cells to increase in confluence until day 2, after which the environment
cannot sustain growth, resulting in cell death. Row B presents example images from
another well on days 0, 1, 2, 3, and 4 post seeding, where cells were seeded at the same
density, supplied with culture medium containing 10 mM glucose. With these initial
conditions, the available nutrient allowed the tumor cells to increase in confluence in 4
days. Each panel in row C presents confluences as a function of time (sampled every
three hours) with the initial glucose level shown in the subtitle. In each panel, the
average confluence of live cells with low, medium, and high seeding density are shown in
blue, green, and orange solid lines, respectively, with the 95% confidence interval shown
with shaded regions. The average confluence of dead cells with low, medium, and high
seeding density are shown in blue, green, and orange dashed lines, respectively, with the
95% confidence interval shown with shaded regions.
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Fig 3. Effects of the coarse-graining on the ABM. Mean relative absolute error
between the ABM and the cgABM, and its 95% credible interval (which is the Bayesian
equivalent of the confidence interval), of live (A) and dead (B) cells. The simulations
are executed for 16, 36, 64, 100, 144, 196, and 256 cells/agent. The horizontal dashed
line indicates our 5% tolerance for the mean relative absolute error indicating that 100
cells/agent is the appropriate scenario for all subsequent analyses. The mean error and
95% credible interval between the coarse-grained model and the ABM, for the 100
cells/agent scenario, are 4.64± 1.64% and 4.80± 1.96% for live and dead cells,
respectively.

Table 1. Model parameters.

Parameter Physical meaning Deterministic values Distributions/Priors How assigned
coarse-graining studies sensitivity analyses/calibration

ᾱP Q → P transition rate 0.0493 h−1 U(0, 1) h−1 Calibrated
ᾱD Q → D transition rate 0.000408 h−1 U(0, 0.02) h−1 Calibrated
D glucose diffusion coefficient 50 µm2/h U(0, 100) µm2/h Calibrated
λ glucose uptake rate 0.0483 h−1 U(0, 1) h−1 Calibrated
γD death rate increase 0.0245 h−1 U(0, 0.05) h−1 Calibrated
k smooth transition constant 50 U(0, 100) Calibrated
σH glucose threshold 0.0538 U(0, 1) Calibrated
R cell radius 9.953 µm Ref. [18]
RN cell nuclear radius 5.295 µm Ref. [18]
RA action radius 1.214R Ref. [18]
cccr cell-cell repulsion coefficient 10 µm/min Ref. [18]
ccca cell-cell adhesion coefficient 0.0489 µm/min Ref. [18]
τP cell cycle time 18 h Ref. [18]
τG1 G1 cell cycle phase time 9 h Ref. [18]
τA apoptosis time 8.6 h Ref. [18]

Deterministic values of parameters used in the coarse-graining studies, parameter distributions for the sensitivity analyses,
and priors for the Bayesian model calibration. The U(·, ·) indicates the uniform probability distribution.

model evaluation required to obtain the total effect index (Eq. (20)) is Nt = 128000 (for 376

each initial condition). Fig 4 shows the total effect index for each parameter over time, 377

for live (panels A - C) and dead (panels D - F) cell confluences for the cases initially 378

seeded with medium confluence (i.e., 5.0× 104 cells). The simulation starts with every 379

live tumor cell being in the quiescent state (Q); after 24 hours, a heterogeneous tumor 380

cell population has developed. The results of the sensitivity analyses in this figure 381

indicate that the parameter γD (red line), which controls the rate of cell death due to 382

lack of glucose, is the most critical parameter affecting the accumulation of dead cells 383

during the simulation. Note that this parameter is also central to determining the time 384

course of living cell confluence when the concentration of glucose is low. However, it is 385
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the nutrient threshold, � H (black line), that is the most important parameter for the 386

live cell confluence when the initial nutrient concentration is 5 mM. The proliferation 387

rate ( �� P , purple line) is the most influential parameter for the temporal development of 388

live cells up to 36 hours, from 36 to 66 hours it is the glucose uptake rate (� , blue line), 389

while it is  D (red line) that is the most influential parameter at longer times (for the 390

10 mM initial glucose concentration). In Fig 4, the total effect indices of parametersk 391

(orange line) and D (teal line) are consistently close to zero and never exceed 0.2. These392

results indicate that k and D do not have a significant effect on live and dead cell 393

confluences during the 96 hours simulated. Thus, these parameters are assumed to be394

constant in the statistical calibrations described in the next section. The sensitivity 395

analysis for low and high initial confluences are shown in Supplemental Figures S1 Fig 396

and S2 Fig, respectively, and corroborate the conclusions obtained for the medium 397

initial confluence. From Figs 4, S1 Fig, and S2 Fig, we conclude that the total effect 398

indices of the parameters do not change for dead cells when the initial tumor confluence 399

changes. However, for the live cells, these indices are affected by the initial tumor 400

confluence. As the initial confluence increases, the importance of the nutrient uptake 401

(� ) decreases, and the death rate due to lack of nutrients ( D ) increases. As an example, 402

the total effect index of � reaches 0.6 for the live cells with 10 mM glucose and low 403

initial confluence, and it drops to 0.2 as the initial confluence increases to high (i.e., 404

6:0 � 104 cells/well). The opposite behavior is observed for the D total effect index, 405

increasing from 0.2 to 0.6 as the initial confluence increases. 406

Fig 4. Medium confluence sensitivity analysis. Sensitivity analysis of
proliferation rate ( �� P ), death rate ( �� D ), glucose diffusion (D), glucose uptake (� ),
death rate increase due to lack of glucose ( D ), smooth transition constant (k), and
glucose threshold (� H ) for live (top row) and dead (bottom row) cell phenotypes seeded
with medium confluence. Panels A-F show the total effect index over time with Panels
A, B, and C depicting live tumor cells, while Panels D, E, and F depict the dead tumor
cells. The importance of the parameters is studied for three initial glucose
concentrations: 2 mM (Panels A and D), 5 mM (Panels B and E), and 10 mM (Panels
C and F). The glucose diffusion and the smooth transition constant have limited
influence on the quantities of interest during the complete simulation (i.e., large changes
in these parameters would yield small changes in tumor composition). Apart from these
two parameters, the total effect index for every parameter is greater than 0.2 during the
96 hours simulated.
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Scenario-specific calibrations 407

Guided by the results from the sensitivity analysis, we proceed with the Bayesian 408

calibration of the cgABM, using the in vitro experimental data. In particular, we will 409

calibrate the proliferation rate, death rate, nutrient uptake rate, death rate increase, 410

and nutrient threshold, θ = (ᾱP , ᾱD, λ, γD, σH), while holding the remaining 411

parameters constant. The priors for the parameters to be calibrated and the fixed 412

values for the constant parameters are defined in Table 1. The uniform priors were 413

selected such that the bounds on the distribution include the ranges in [3, 18,20], and 414

live and dead cell confluences were able to reach 1.0 (i.e., the whole well covered by live 415

and/or dead cells) within 96 hours. As indicated above, the calibration data D consists 416

of the time evolution of live and dead cell confluences for nine scenarios, comprised of 417

three different initial glucose concentrations (2 mM, 5 mM, and 10 mM) and three 418

different initial tumor confluences with the densities of 3.5× 104 (low), 5.0× 104 419

(medium), and 6.0× 104 (high) cells/well. As shown in Table 2, we utilize an 420

abbreviation to refer to each scenario. For example, 2-M represent the scenario with 2 421

mM of initial glucose concentration and medium initial tumor cell confluence. 422

In this section, we present the “scenario-specific calibration” process, in which the 423

cgABM is calibrated for each of the nine measurement scenarios individually, resulting 424

in nine sets of calibration posteriors of the model parameters (see S2 Appendix for the 425

computational details of the Bayesian implementation). Such a calibration process is 426

performed to ensure the developed cgABM can simulate the experimentally observed 427

responses of cell evolutions and to investigate the effect of the initial glucose 428

concentrations and tumor confluences on the estimated parameters. 429

Figures 5, 6, and 7 compare the calibrated cgABM results with the in vitro data for 2 430

mM, 5 mM, and 10 mM initial glucose concentrations, respectively. The error bars show 431

the data uncertainty due to the four replicates of the experimental measurements. The 432

prediction results in this figure are obtained from 200 parameter samples drawn from 433

the calibration posteriors and computing the mean of the cgABM simulations (solid line) 434

and 95% credible interval (the green and red areas for live and dead cells respectively). 435

Thus, the uncertainty in the model predictions is due to the stochasticity of the cgABM 436

as well as the parameter uncertainty. Table 2 presents the error between the model 437

outputs and the experimental measurements according to Eq. (30), and includes means 438

and the 95% credible interval. Due to insufficient glucose for the higher tumor cell 439

numbers, the scenarios 2-M, 2-H, and 5-H exhibit an increase of dead cells over time. As 440

expected, the confluence of dead cells does not significantly increase with time in the 441

scenarios with higher glucose concentration and lower initial tumor cell confluence. The 442

scenario-specific calibration errors shown in Table 2 indicate that the model is able to 443

capture the evolution of live and dead cells with an average error below 7%. Moreover, 444

the model can successfully predict the increase of dead cells when glucose is consumed, 445

as in scenarios 2-M, 2-H, and 5-H. The maximum discrepancy between data and model 446

occurs in the 2-H scenario and the smallest mean error for the case of 5-H. 447

Figures 8, 9, and 10 present the kernel density estimation of the Bayesian calibration 448

posteriors for all nine scenarios. Each figure summarizes scenarios with the same initial 449

glucose concentration with low, medium, and high initial tumor confluences. For 450

quantitative comparisons of the calibrated parameters in each scenario, we estimate the 451

Maximum A Posteriori (MAP) points (see Eq. (23)) for the MCMC samples of the 452

posterior. We next summarize observations from the posteriors of the parameters in the 453

scenario-specific calibration process: the proliferation rate (ᾱP - Panel A), death rate 454

(ᾱD - Panel B), glucose uptake rate (λ - Panel C), death rate increase (γD - Panel D), 455

and glucose threshold (σH - Panel E). 456

As the initial glucose concentrations increase from 2 mM to 10 mM, the MAP of the 457

proliferation rate (ᾱP ) decreases. In particular, from 2 mM to 5 mM the average MAP 458
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Table 2. Mean error and standard deviation.
Tumor initial

Glucose
Scenario Scenario-specific Multi-scenario Leave-one-out (Prediction)

condition name Error live Error dead Error live Error dead Error live Error dead
High 10 mM 10-H 1:79� 0:24 0:67� 0:08 11:10� 1:68 6:69� 1:50 6:22� 1:34 5:53� 1:60
High 5 mM 5-H 4:44� 0:68 1:73� 0:77 6:32� 1:12 2:46� 0:47 7:28� 1:89 4:74� 2:27
High 2 mM 2-H 6:43� 1:01 3:45� 1:15 6:00� 1:02 5:93� 1:70 13:97� 3:69 15:80� 5:59

Medium 10 mM 10-M 5:90� 0:43 1:71� 0:15 8:14� 0:72 6:45� 1:37 13:93� 2:77 7:32� 1:55
Medium 5 mM 5-M 4:96� 0:37 0:94� 0:15 5:09� 0:85 5:83� 1:40 15:20� 3:06 7:30� 1:67
Medium 2 mM 2-M 6:97� 1:24 2:11� 0:64 10:29� 1:83 5:09� 0:84 20:56� 2:85 12:86� 1:74

Low 10 mM 10-L 3:68� 0:52 1:84� 0:20 10:01� 1:26 6:44� 1:25 7:61� 2:01 5:78� 1:13
Low 5 mM 5-L 3:41� 0:33 1:98� 0:33 7:28� 1:75 7:27� 1:38 9:08� 2:00 4:99� 0:93
Low 2 mM 2-L 2:18� 0:31 2:10� 0:18 18:04� 3:47 9:37� 2:10 21:49� 4:27 9:56� 2:39

Computed error for the scenario-specific and multi-scenario calibration, and for the leave-one-out prediction. The
nomenclature of the scenarios refers to the glucose concentration (2 mM, 5 mM, and 10 mM) followed by the initial tumor
confluence (low - L, medium - M, and high - H).

Fig 5. Calibration of scenarios with 2 mM initial glucose concentration.
Scenario-specific calibration of the cgABM to the time-resolved microscopy data for the
2 mM initial glucose concentration for scenarios 2-L (panel A), 2-M (panel B), and 2-H
(panel C). The data mean and 95% credible interval for the live and dead cells are
shown in blue and black, respectively. The mean of the simulation is represented as a
solid line, and the area is the 95% credible interval for the live (green) and dead (red)
cells. The low initial confluence in scenario 2-L assures that the initial glucose
concentration can sustain tumor growth during the 96 hours.

of �� P decreases 68%, and from 5 mM to 10 mM it decreases 58%. This trend is 459

consistent with the function describing the proliferation rate, which is a function of �� P , 460

� H (Eq. (14)) and the current glucose concentration. The average MAP and standard 461

deviation from 2 mM, 5 mM, and 10 mM are 6:74� 10� 2 � 1:13� 10� 2 h-1 , 462

2:16� 10� 2 � 0:61� 10� 2 h-1 , and 0:91� 10� 2 � 0:35� 10� 2 h-1 , respectively. Note 463

how the variance of �� P is smaller for the scenario with an initial glucose concentration 464

of 10 mM (Fig 10). Once sufficient glucose is available for all proliferating cells (i.e., the 465
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Fig 6. Calibration of scenarios with 5 mM initial glucose concentration.
Scenario-specific calibration of the cgABM to the time-resolved microscopy data for the
5 mM initial glucose concentration for scenarios 5-L (panel A), 5-M (panel B), and 5-H
(panel C). The data mean and 95% credible interval for the live and dead cells are
shown in blue and black, respectively. The mean of the simulation is represented as a
solid line, and the area is the 95% credible interval for the live (green) and dead (red)
cells. The high initial confluence in scenario 5-H is the only one for which the initial
glucose concentration can not sustain tumor growth during the 96 hours, leading to an
increase in the dead cell confluence.

10 mM case), the proliferation rate is relatively constant with changes in initial tumor 466

cell confluence. Additionally, the largest variance is observed in the posterior of�� P for 467

the 2-H scenario (Fig 8). The higher uncertainty in the estimate of �� P is due to the 468

substantial live cells' rate of change of confluence observed in Fig 5, as well as the 469

competition between cell death and growth. 470

As the confluence of the dead cells is evident only in three scenarios, 2-M, 2-H, and471

5-H (Figs 5 and 6), the average MAP and standard deviation of the death rate, �� D , is 472

2:32� 10� 5 � 1:47� 10� 5 h-1 when disregarding these scenarios. For scenarios 2-M, 2-H,473

and 5-H, the MAP point is 1:53� 10� 4 h-1 , 6:52� 10� 4 h-1 , and 5:07� 10� 4 h-1 , 474

respectively. The higher MAP values of �� D are due to the limited availability of glucose 475

for these three cases, in which a greater number of proliferative cells cause a faster 476

consumption of the glucose and subsequent increase of dead cells due to glucose 477

depletion. Additionally, for the scenarios with 10 mM of initial glucose, �� D remains the 478

same with respect to the initial tumor confluences shown in Fig 10. The constant values 479

of �� D are because the tumor cells are in favorable glucose environments in scenarios 480

10-L, 10-M, and 10-H, and no increase in dead cells is observed (see Fig 7). Furthermore,481

similar to the �� P , the 2-H scenario represents the largest variance in the �� D posterior, 482

due to the distinct increase of dead cells in the observational data of Fig 5. 483

The glucose uptake rate (� ), death rate increase ( D ), and glucose threshold (� H ) 484

parameter are strongly correlated due to their indirect relations to the glucose field. 485

The parameter � in the continuum model (see Eq. (17)) controls how fast the glucose 486

concentration decreases. The parameter D controls the increase in cell death due to 487
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Fig 7. Calibration of scenarios with 10 mM initial glucose concentration.
Scenario-specific calibration of the cgABM to the time-resolved microscopy data for the
10 mM initial glucose concentration for scenarios 10-L (panel A), 10-M (panel B), and
10-H (panel C). The data mean and 95% credible interval for the live and dead cells are
shown in blue and black, respectively. The mean of the simulation is represented as a
solid line, and the area is the 95% credible interval for the live (green) and dead (red)
cells. The 10 mM glucose condition is sufficient to sustain tumor growth during the 96
hours for all seeding density tested.

the effects of hypoxia. Finally, � H is the hypoxic threshold below which cells do not 488

have enough glucose to undergo mitosis (see Eq. (14)). In all scenarios, the glucose 489

uptake rate � is proportional to the initial tumor cell confluence, in which a higher 490

number of tumor cells leads to an increase in glucose consumption rate. The average 491

MAP value of � decreases as the glucose concentration increases, with a 20% decrease in492

the average MAP from 2 mM to 5 mM, and 32% from 5 mM to 10 mM. Only in the 493

scenarios 2-M, 2-H, and 5-H, do the glucose levels drop below the threshold� H , leading 494

to activation of the cell death mechanism due to the effects of hypoxia (the second term 495

on the right-hand side of Eq. (13)). This observation indicates that  D does not affect 496

the evolution of the tumor cells in the other six scenarios (i.e., 2-L, 5-L, 5-M, 10-L, 497

10-M, and 10-H). 498

Fig 11 shows snapshots of one realization of the cgABM simulation for the 2-H 499

scenario (i.e., high initial tumor confluence and 2 mM of initial glucose concentration). 500

For this simulation, we use the MAP estimates of the parameter posteriors from 501

scenario 2-H (Fig 8), which are �� MAP
P = 5 :50� 10� 3 h� 1, �� MAP

D = 6 :52� 10� 4 h� 1, 502

� MAP = 6 :37� 10� 3 h� 1,  MAP
D = 2 :18� 10� 3 h� 1, and � MAP

H = 3 :63� 10� 3. The 503

cgABM simulation in Fig 11 begins with confluences of 0.56 and 0.02 for the quiescent 504

and dead cells, respectively, and a uniform glucose distribution of 2 mM. With the 505

available glucose, the tumor cells proliferate, leading to the presence of growing 506

daughter cells on day 1. The combination of an initial low glucose concentration, and 507

high tumor confluence, yield a rapid decrease of glucose below the level required to 508

maintain cell viability. By day 2, dying cells appear in the cgABM simulation, in 509

agreement with the increase in dying cells observed in the experimental data (Fig 5). 510
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Fig 8. Posterior kernel density estimation (KDE) of scenarios with 2 mM
initial glucose concentration. The KDE obtained during the scenario-specific
calibration of the 2 mM initial glucose concentration and low (red), medium (black),
and high (blue) tumor initial condition for the following parameters: ᾱP (proliferation
rate - panel A), ᾱD (death rate - panel B), λ (glucose uptake rate - panel C), γD (death
rate increase - panel D), and σH (glucose threshold - panel E). For this initial glucose
concentration, the parameter γD does not influence the dynamics of the model and can
not be calibrated in the 2-L scenario as the glucose concentration is enough to sustain
tumor growth and avoid the increase of the confluence of dead cells.

Fig 12 shows snapshots of one realization of the cgABM simulation for the 10-L 511

scenario (i.e., low initial tumor confluence and 10 mM of initial glucose concentration). 512

For this simulation, we use the MAP estimates of the parameter posteriors from 513

scenario 10-L (Fig 10), which are ᾱMAP
P = 7.31× 10−3 h−1, ᾱMAP

D = 1.73× 10−4 h−1, 514

λMAP = 3.44× 10−3 h−1, γMAP
D = 8.45× 10−3 h−1, and σMAP

H = 1.94× 10−1. The 515

cgABM simulation in Fig 12 begins with confluences of 0.23 and 0.01 for the quiescent 516

and dead cells, respectively, and a uniform glucose distribution of 10 mM. The final 517

confluence for the quiescent and dead cells, for this realization of this stochastic 518

simulation, is 0.28 and 0.01, respectively. With this low tumor cell confluence, the 519

glucose never drops below σH , such that there is no increase in cell death due to the 520

lack of glucose. 521

Multi-scenario calibration and prediction 522

In the previous section, we made use of the scenario-specific calibration to investigate 523

the capability of the cgABM to capture the experimentally observed evolutions of live 524

and dead cells. In this section, we study the ability of the calibrated model to predict 525

the evolution of live and dead cells in a range of initial conditions. To this end, we 526

implement two parameter identification strategies; namely, the “multi-scenario 527

calibration” and “leave-one-out calibration”. The purpose of multi-scenario calibration 528

is to make use of Bayesian inference to determine one set of cgABM parameters that 529

represent live and dead cell evolution of all scenarios with different initial tumor 530

confluences and glucose concentrations. For the multi-scenario calibration, the reported 531
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Fig 9. Posterior kernel density estimation (KDE) of scenarios with 5 mM
initial glucose concentration. The KDE obtained during the scenario-specific
calibration of the 5 mM initial glucose concentration and low (red), medium (black),
and high (blue) tumor initial condition for the following parameters: ᾱP (proliferation
rate - panel A), ᾱD (death rate - panel B), λ (glucose uptake rate - panel C), γD (death
rate increase - panel D), and σH (glucose threshold - panel E). For this initial glucose
concentration, the parameters ᾱD and γD are different than zero just in the 5-H
scenario. In this initial condition, the high initial confluence demands more glucose than
it is available, leading to an increase of the dead cells confluence. This dynamic does
not happen in scenarios 5-L and 5-M, where the initial glucose concentration is enough
to sustain tumor growth.

error is the comparison among the cgABM model output and each experimental 532

scenario. In the leave-one-out approach we calibrate the cgABM parameters using the 533

data of eight scenarios, excluding one data set (prediction scenario) from the calibration 534

process. We then compare the calibrated cgABM simulation with measured data in the 535

prediction scenario to investigate the model’s ability to forecast tumor responses in 536

scenarios not included in the calibration data. Table 2 shows the error between the 537

model output and the experimental measurements according to Eq. (30). For the 538

leave-one-out, the reported means and the 95% credible intervals in Table 2 show the 539

discrepancies between model and data in the prediction scenarios; i.e., the data sets left 540

out of the calibration data. 541

Fig 13 compares the computational prediction of cgABM with the unseen 542

experimental data for two representative cases of the leave-one-out calibration. In panel 543

A, we illustrate predicting scenario 2-H when the cgABM is calibrated with the other 544

eight scenarios. The 2-H (high initial tumor confluence and 2 mM initial glucose) 545

scenario was not included in the calibration process, and is the one with the highest 546

dead cell confluence (see Fig 5) among the nine scenarios. The prediction errors of the 547

leave-one-out calibration in Table 2 demonstrate the influence of using observational 548

data of the 2-H scenario in informing the model parameters. That is, by excluding 2-H 549

from the calibration data, the cgABM is unable to precisely capture the dynamics of the 550

dead cells. Thus, this case results in an invalid cgABM for predicting the in vitro tumor 551

February 24, 2021 21/38



 0

 10

 20

 30

 40

 50

 60

0 0.5 1 1.5 2

K
D

E

Proliferation rate (10-1h-1)

 0

 10

 20

 30

 40

 50

0 0.5 1 1.5 2

K
D

E
 (

1
0

-2
)

Death rate (10-3h-1)

 0

 5

 10

 15

 20

 25

 30

0 0.5 1 1.5 2 2.5

K
D

E

Glucose uptake rate (10-1h-1)

10-H
10-M
10-L

0

5

10

15

20

25

0 1 2 3 4

K
D

E
 (

1
0-1

)

Death rate increase (10-2h-1)

0

2

4

6

8

10

0 0.2 0.4 0.6 0.8 1

K
D

E

Glucose threshold

A) B) C)

D) E)

Fig 10. Posterior kernel density estimation (KDE) of scenarios with 10
mM initial glucose concentration. The KDE obtained during the scenario-specific
calibration of the 10 mM initial glucose concentration and low (red), medium (black),
and high (blue) tumor initial condition for the following parameters: ᾱP (proliferation
rate - panel A), ᾱD (death rate - panel B), λ (glucose uptake rate - panel C), γD (death
rate increase - panel D), and σH (glucose threshold - panel E). This initial glucose
concentration is enough to sustain tumor growth to all initial tumor confluences, such
as that no increase in the confluence of dead cells is noticed. Due to the lack of the dead
cells, and the fact that the glucose uptake rate is low, the glucose concentration never
drops below σH , and the parameter γD does not play a role on the tumor dynamics.

cell behavior. 552

Panel B of Fig 13 shows predicting scenario 10-L when the cgABM is calibrated with 553

the other eight scenarios. The 10-L (low initial tumor confluence and 10 mM initial 554

glucose) scenario, the confluence of the dead cells is constant over time, and the growth 555

rate of the tumor cells is negligible (see Fig 7). From the prediction errors in Table 2, 556

one can conclude that the 10-L scenario does not provide new information related to the 557

tumor cells dynamics for calibrating the model parameters. That is, the other eight 558

scenarios are sufficient to inform the dynamics of live and dead cells, resulting in a valid 559

cgABM for computational prediction of the tumor cell behavior in a wide range of 560

initial conditions. 561

Fig 14 shows the kernel density estimate (KDE) of the parameter posteriors 562

obtained from the multi-scenario calibration process. This figure also shows the 563

parameter posteriors for the two representative results of the leave-one-out calibrations 564

from the calibration data (i.e., those presented in 13). Rigorous parameter estimation 565

using different measurements must account for the data uncertainty in each training set. 566

Characterization of the degree of confidence in the estimated parameter is critical in 567

assessing the reliability of model prediction. The Bayesian method used in this work 568

provides a suitable framework for quantifying the uncertainty in each measurement 569

scenario. Comparing the parameter posteriors in Fig 14 with those obtained from 570

scenario-specific calibration (Figs 8, 9, and 10) indicate the posterior distributions of 571

the multi-scenario are affected more by the data with lower uncertainty (see error bars 572
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Fig 11. ABM simulation for the scenario 2-H. Snapshots of one realization of
the cgABM simulation for the scenario with high initial tumor cell confluence and 2 mM
initial glucose (2-H). Spatial-temporal development of tumor cells (panels A, B, and C)
and glucose concentration (D, E, and F) over three days. Panels A and D display the
initial conditions, while panels B and E present the model at day 1, and panels C and F
display the model at day 2. The numerical simulation was performed using the MAP
points of the calibrated parameters from the 2-H scenario (ᾱMAP

P = 5.50× 10−3 h−1,
ᾱMAP
D = 6.52× 10−4 h−1, λMAP = 6.37× 10−3 h−1, γMAP

D = 2.18× 10−3 h−1, and
σMAP
H = 3.63× 10−3). In panels A, B, and C, the quiescent tumor cells are blue, dead

cells are red, proliferative cells are green, and the daughter cells are in yellow. As
glucose is consumed by the tumor cells, its concentration drops below the threshold
needed for proliferation, leading to an increase in dead cells by day 2.
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Fig 12. ABM simulation for the scenario 10-L. Snapshots of one realization of
the cgABM simulation for the scenario with low initial tumor cell confluence and 10
mM initial glucose (10-L). Spatial-temporal development of tumor cells (panels A, B,
and C) and glucose concentration (D, E, and F) over three days. Panels A and D
display the initial conditions, while panels B and E present the model at day 1, and
panels C and F display the model at day 2. The numerical simulation was performed
using the MAP points of the calibrated parameters from the 10-L scenario
(ᾱMAP
P = 7.31× 10−3 h−1, ᾱMAP

D = 1.73× 10−4 h−1, λMAP = 3.44× 10−3 h−1,
γMAP
D = 8.45× 10−3 h−1, and σMAP

H = 1.94× 10−1). In panels A, B, and C, the
quiescent tumor cells are blue, dead cells are red, proliferative cells are green, and the
daughter cells are in yellow. The low tumor cell confluence does not reduce the glucose
to values below σH . Thus, there is no cell death due to the lack of glucose.
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Fig 13. Model predictions of scenarios 2-H and 10-L. Leave-one-out prediction
of scenarios 2-H (A) and 10-L (B). The cgABM was calibrated using the time-resolved
microscopy data for all scenarios, excluding 2-H (panel A) and 10-L (panel B). The data
mean and 95% credible interval for the live and dead cells are shown in blue and black,
respectively. The mean of the simulation is represented as a solid line, and the area is
the 95% credible interval for the live (green) and dead (red) cells. The average error and
standard deviation for live and dead cells in scenario 2-H are 13:97� 3:69% and
15:80� 5:59%, respectively. While that for scenario 10-M are 7:61� 2:01% and
5:78� 1:13%, respectively.

in Figs 5, 6, 7). That is, poor characterization of measurement error during calibration 573

leads to bias in model prediction. 574

Table 3 presents the MAP estimated of the posterior distributions from Fig 14. The 575

MAP estimates of Table 3 demonstrate that the difference between the parameters of 576

the calibration excluding 10-L data and the ones obtained when calibrating the nine 577

scenarios together is smaller than the discrepancy between the posteriors of the 578

multi-scenario � post (� jD ) and the calibration excluding 2-H � post (� jD � 2H ). These 579

remarks confirm the importance of including the 2-H experimental data into the 580

calibration process to adequately inform the model parameters and enhance the 581

predictive capability of the cgABM. 582

Table 3. Maximum A Posteriori (MAP) estimates.

Parameter
Maximum A Posteriori (MAP)

Multi-scenario � post (� jD ) Leave-one-out� post (� jD � 2H ) Leave-one-out,� post (� jD � 10L )
Proliferation rate (h -1) 2:65� 10� 2 1:03� 10� 1 9:05� 10� 2

Death rate (h-1) 2:47� 10� 3 6:29� 10� 4 1:77� 10� 3

Glucose uptake rate (h-1) 3:88� 10� 2 6:90� 10� 1 5:92� 10� 2

Death rate increase (h-1) 2:09� 10� 2 1:34� 10� 4 2:35� 10� 2

Glucose threshold 4:68� 10� 2 2:04� 10� 2 2:00� 10� 2

MAP estimates of the parameter posteriors for the multi-scenario calibration and the two cases (excluding scenarios 2-H and
10-L) of the leave-one-out calibration (see Fig 14).

Discussion 583

We have presented a hybrid stochastic agent-based model to simulate the interaction 584

among tumor cells and glucose consumption. In this model, the tumor cell movement, 585

growth, and phenotypic transitions are represented by a discrete cellular-scale model, 586

while a continuum tissue-scale model governs the glucose evolution. In our model, 587
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Fig 14. Posterior kernel density estimation (KDE) of the multi-scenario
and the leave-one-out experiments. The KDE obtained during the calibration of
the multi-scenario calibration πpost(θ|D) (black), the high tumor initial condition and 2
mM glucose condition left out πpost(θ|D∼2H) (red), and the low tumor initial condition
and 10 mM glucose condition left out πpost(θ|D∼10L) (blue) for the following
parameters: ᾱP (proliferation rate - panel A), ᾱD (death rate - panel B), λ (glucose
uptake rate - panel C), γD (death rate increase - panel D), and σH (glucose threshold -
panel E). Leaving scenario 2-H out of the calibration causes a stronger shift in the
parameter distributions than leaving out scenario 10-L. This indicates that 2-H is a
scenario that cannot be represented adequately by the other experiments.

tumor cell proliferation and death are stochastic events that are proportional to the 588

available glucose. The tumor cell proliferation reduces as the glucose decreases, and the 589

chances of cell death increase if the glucose is below a threshold. 590

We investigated the validity of the hybrid multiscale ABM in predicting in vitro 591

experimental data of human breast carcinoma cells in nine scenarios, with combinations 592

of different initial glucose concentration and tumor confluence. To this end, we 593

addressed several challenges in model calibration and predictive hybrid multiscale 594

ABMs. To overcome the high computational cost of the ABM, we coarse-grained the 595

discrete model such that one agent represents a cluster of cells. By controlling the 596

coarse-graining error below 5%, the developed cgABM enables simulating the entire 597

domain of the in vitro experiment plate in a realistic time scale. The higher variations 598

of the hybrid cgABM with a larger coarse-graining degree indicates that although 599

coarse-graining of ABMs leads to a computationally tractable model, parameter 600

inference of cgABMs demands methods that cope with significant stochasticity of the 601

model. We also note that while our computational capabilities allow for full-scale ABM 602

simulations and parameter inference, studying the predictive capabilities of cgABMs are 603

critically needed for unrestricted use of these models in the cancer community, given 604

their moderate computational costs. 605

The time-dependent variance-based sensitivity analysis method was employed to 606

identify how each parameter contributes to the model outputs (live and dead cell 607

confluences) during the system development. The results of the sensitivity analysis 608

showed that the most influential parameter in the multiscale cgABM is the death rate 609
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increase due to the lack of glucose (γD), followed by the glucose threshold (σH), and the 610

glucose consumption rate (λ). The total effect sensitivity indices of the proliferation and 611

death intensity reach values above 0.2 during the tumor development. The sensitivity 612

analysis results allow us to determine which parameters must be accurately calibrated 613

to represent the data. This analysis also helps design future experiments that can help 614

to improve the calibration of model parameters. Two examples of experimental 615

measurements that would significantly improve the cgABM calibration and its 616

computational prediction are 1) temporal measurement of glucose concentration; 2) the 617

use of hypoxia markers to track hypoxic cell confluence. Such experimental 618

measurements would enable a more rigorous investigation of the glucose consumption 619

rate (λ) and the glucose threshold (σH) that increases death and affects proliferation. 620

Directed by the sensitivity analysis, a series of statistical calibrations of the cgABM 621

using the in vitro experimental data were conducted. A generalized likelihood function 622

was proposed within the Bayesian inference to account for the intrinsic stochasticity of 623

the cgABM in the statistical inverse problem. To perform the computationally 624

expensive sampling algorithms for the Bayesian inferences of the stochastic cgABM, we 625

implemented a computational infrastructure with efficient use of high-performance 626

computing resources. We presented three model identification strategies. First, the 627

results of scenario-specific calibration of cgABM to the time-resolved microscopy 628

measurements indicate that the developed hybrid multiscale model can predict the 629

experimentally observed responses of human breast carcinoma cells in a wide range of 630

initial glucose concentrations and tumor confluences. Comparing the calibrated 631

parameters for all nine scenarios shows that the cgABM can recapitulate the main 632

features and the underlying tumor development mechanisms in the avascular stage, with 633

an average error of less than 8%. These processes include cell proliferation and mitosis in 634

favorable glucose environments, as well as cell death due to lack of glucose and through 635

apoptosis and hypoxia. Furthermore, the Bayesian inference method used for parameter 636

calibration allows for assessing the associated uncertainties in model parameters while 637

handling the inherent stochasticity of the cgABM. Second, a multi-scenario calibration 638

was performed to identify the cgABM parameters from the in vitro data of all nine 639

experimental data sets. The model calibration using multiple data sets with different 640

data noise levels indicates the requirement of rigorous characterization of uncertainty in 641

model parameters. Thus, employing Bayesian inference for statistical calibration of the 642

ABMs is essential for characterizing the level of confidence in their computational 643

prediction. Third, we designed an extensive calibration process, based on the 644

leave-one-out approach, to challenge the cgABM by testing its validity in predicting 645

unseen data. To this end, the cgABM is calibrated using the data of eight scenarios, 646

excluding one data set (prediction scenario) from the calibration process. The results of 647

leave-one-out calibration indicate the developed cgABM can predict the in vitro 648

experiments with an error ranging from 5% to 21%. In particular, if the calibration data 649

include the scenarios with distinct dead cell dynamics, the calibrated cgABM can 650

precisely capture the accumulation of the dead cells, and it is a valid model for 651

predicting the in vitro tumor cell behavior according to our validation criteria. 652

Recently, there are similar efforts in the literature on the calibration of agent-based 653

models to tumor cells [18, 59,60]. Jagiella et al. [59] calibrated a single cell-based 654

mathematical model for multi-cellular tumor spheroids using non-small cell lung cancer 655

(NSCLC) data. Similar to our model, the phenotypic states in their model allowed for 656

proliferative, quiescent, and dead agents. However, the main difference between their 657

model and the one presented here, besides their model being 3D and lattice-based, is 658

the number of environmental factors considered in their model. In [59], the glucose, 659

oxygen, lactate, extracellular matrix, and waste material released by dying cells are also 660

modeled. According to the authors, this was the simplest model to capture their data, 661
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consisting of the growth kinetics and the corresponding spatial staining patterns for 662

nuclei, different cell states, and cell environments. Although our model is simpler 663

compared to [59], it is able to simulate our experimental observations accurately. A 664

similar result between our model and the on in [59] is that apoptosis does not play an 665

essential role in dead cell dynamics. As demonstrated by our sensitivity analysis, the 666

effects of limited glucose, which translates into an increase in cell mortality (γD), is the 667

most important factor to determine the dynamics of dead cells. In [60], a hybrid ABM 668

is developed to model the growth of multi-cellular tumor spheroids. The possible cell 669

phenotypes are quiescent, proliferative, hypoxic, dead, and necrotic (dead cells that 670

have undergone cytolysis). The environmental factors modeled are oxygen, glucose, and 671

the concentration of a hypoxia-activated prodrug (SN30000). To capture the radiation’s 672

effects, the linear-quadratic model was employed by [61]. The data used for the 673

calibration comes from in vitro experiments with human colon cancer cells treated with 674

radiation, in a range of dose rates (0.2-1 Gy/min) and SN30000. Among the 675

measurements used are the temporal changes of the spheroid diameter, number of cells, 676

cell viability, hypoxic fraction, and S-phase cell fraction. In their model, apoptosis is not 677

considered, with the death of the tumor cells being due to oxygen or glucose deprivation 678

and the treatment effects. This assumption is aligned with the results found in our 679

calibration, where γD is at least ten times higher than apoptosis in every scenario. One 680

main difference between our model and the ones in [59,60], is that we developed a 681

lattice-free model, which is generally more computationally expensive (considering the 682

same number of model constituents). The methodology employed here for model 683

coarsening allows us to perform statistical calibration considering the model 684

stochasticity. 685

While the proposed hybrid two-scale ABM can represent the tumor growth and 686

decline observed in the experimental measurements, there remain several areas that can 687

be further developed in future studies. In the current effort, the spatial distribution of 688

the tumor cells was not taken into account during the model calibration (i.e., only the 689

confluence data was used in the model calibration). Thus, we are not considering the 690

mobility of the tumor, as previously done in [3]. This effect would be necessary to 691

characterize, for example, angiogenesis [20]. The position of the tumor cells influences 692

the growth pattern of the new vasculature. Another direction for investigation is to 693

calibrate the ABM using 3D tumor platforms [62–65]. However, a limiting factor in our 694

3D simulations would be the computational cost characteristic of discrete models with 695

multiple agents. The 2D cgABM simulation simulates the observational data within a 696

5% error compared to the one cell per agent ABM. However, we expect the 697

coarse-graining error would be more substantial in 3D simulations. Finally, we showed 698

that the cgABM was able to capture the evolution of human breast carcinoma cells, in 699

three different initial confluences and three different glucose availability, with an average 700

error of less than 8%. One aspect that could improve the simulation is a better 701

characterization of the initial distribution of the cell cycle within the tumor cells. The 702

current model considers all cells initially in a quiescent state. Additionally, labeling the 703

cell phenotypes in the in vitro experiments, see, e.g., [66] could provide better 704

observational data to portray the initial conditions. 705

Conclusions 706

We have developed a hybrid, two-scale, stochastic agent-based model of tumor 707

development and systematically investigated its ability to simulate and predict in vitro 708

experimental observations of live and dead cell number over time given the initial 709

conditions. A notable feature is the rigorous characterization of uncertainty in the 710

prediction provided by the stochastic ABM, using novel time-dependent sensitivity 711
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analysis and Bayesian inference methods along with efficient use of high-performance 712

computing resources. The study indicates that the developed multiscale ABM can 713

reliably predict the spatiotemporal evolution of tumors subjected to a wide range of 714

initial conditions. 715
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Supporting information 716

S1 Fig. Low confluence sensitivity analysis. Sensitivity analysis of the 717

proliferation rate ( �� P ), death rate ( �� D ), glucose diffusion (D), glucose uptake (� ), 718

death rate increase due to lack of glucose ( D ), transition contrast ( k), and glucose 719

threshold (� H ) for live (top row) and dead (bottom row) cell phenotypes seeded with 720

low confluence. Panels A-F show the total effect index over time with Panels A, B, and 721

C depicting live tumor cells, while Panels D, E, and F depict the dead tumor cells. The 722

importance of the parameters is studied for three initial glucose concentrations: 2 mM 723

(Panels A and D), 5 mM (Panels B and E), and 10 mM (Panels C and F). The glucose 724

diffusion and the smooth transition constant have limited influence on the quantities of 725

interest during the complete simulation (i.e., large changes in these parameters would 726

yield small changes in tumor composition). Apart from these two parameters, the total 727

effect index for every parameter is greater than 0.2 during the 96 hours simulated. 728
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S2 Fig. High confluence sensitivity analysis. Sensitivity analysis of the 729

proliferation rate ( �� P ), death rate ( �� D ), glucose diffusion (D), glucose uptake (� ), 730

death rate increase due to lack of glucose ( D ), transition contrast ( k), and glucose 731

threshold (� H ) for live (top row) and dead (bottom row) cell phenotypes seeded with 732

high confluence. Panels A-F show the total effect index over time with Panels A, B, and 733

C depicting live tumor cells, while Panels D, E, and F depict the dead tumor cells. The 734

importance of the parameters is studied for three initial glucose concentrations: 2 mM 735

(Panels A and D), 5 mM (Panels B and E), and 10 mM (Panels C and F). The glucose 736

diffusion and the smooth transition constant have limited influence on the quantities of 737

interest during the complete simulation (i.e., large changes in these parameters would 738

yield small changes in tumor composition). Apart from these two parameters, the total 739

effect index for every parameter is greater than 0.2 during the 96 hours simulated. 740

S1 Appendix. Parameter Identifiability Analysis. 741

As the hybrid multiscale ABM is quite complete with many model parameters, it is 742

natural to determine (before model calibration against experimental observations) if it 743

is feasible to infer the parameters of the model from data. Unidentifiable parameters are 744

the model parameters that cannot be learned from a set of \perfect" data resulting in 745

the same model predictions for more than one value of the parameters [67]. In a 746

Bayesian setting, different combinations of unidentifiable parameters lead to the same 747

likelihood. Additionally, due to strong correlations among the posterior probability 748

distribution of the parameters, the existence of unidentifiable model parameters slows 749

down the convergence rate of MCMC algorithms [68]. 750

For these reasons, before conducting the Bayesian calibration of the cgABM against 751

the in vitro experimental data, we perform a parameter identifiability analyses. To this 752

end, we make use of the cgABM with a set of \true" parameter values to generatein 753

silico data. We then calibrate the cgABM parameters against thein silico data using 754

Bayesian inference. To check the parameter identifiability, we compare the true 755

parameter values with the MAP estimates of the calibration posteriors. 756

Table 4 shows the true values of the cgABM parameters used to generate the set of757

in silico data. The true parameters are chosen such that the data show the initial 758

increase in live cell confluence, followed by decrease of live cell confluence due to the 759

lack of glucose in the microenvironment, and, consequentially, an increase in dead cells.760

The domain size, degree of coarse-graining, and other simulation features are the same761

as those used for the sensitivity analyses and calibration in the main manuscript. The 762

MAP estimates of the calibrated parameters inferred from the data are shown in Table 763

4. We observe that the inferred parameters are close to their true values with a 764
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Table 4. Parameter identifiability.

Parameter True value Maximum A Posteriori

Proliferation intensity 4.90e-02 4.96e-02
Death intensity 4.10e-04 5.08e-04
glucose uptake rate 4.80e-02 5.73e-02
Death rate increase 2.40e-02 2.83e-02
glucose threshold 5.40e-02 4.06e-02

True parameters value used to generate the in silico data and the values of MAP
estimates obtained from calibration posteriors.

maximum discrepancy of 25% in the glucose threshold. Fig 15 presents the in silico 765

data and the cgABM model outputs using the calibration posterior. The comparison 766

between data and model in this figure indicates that the model can capture the main 767

features of the data with an average error below 0.21%. 768

The results of the parameter identifiability analysis in Table 4 and Fig 15 indicate 769

that the cgABM calibration parameters are identifiable. They also verify our Bayesian 770

calibration approach and computational infrastructure to be used for calibrating the 771

cgABM against in vitro experiments. 772
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Fig 15. Spatiotemporal evolution of the in silico data and the calibrated
model. Comparison between in silico data (points with 95% error bars) and model
calibration (mean as a continuous line and 95% confidence interval as shadow area).
The mean relative error for the living (blue and green) and dead (black and red) cells
were 0.22± 0.06% and 0.19± 0.05%, respectively.

S2 Appendix. Bayesian calibration computation. 773

For all calibrations, the Bayesian inference is conducted using 16 chains within the 774

adaptive multi-level Monte Carlo algorithm, along with computing the means of 775

Nr = 17 realizations of the model per sample. As each forward model is computed in 776

serial, the total number of processors per simulation is the number of chains times the 777

number of realizations (i.e., 272 processors in the scenario-specific calibration). For the 778

multi-scenario and the leave-one-out calibration, we multiply this number of processors 779

by the number of scenarios used in the calibration. In Table 5, we present the 780

computational time for all the calibration experiments presented in this work. 781
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Table 5. Model parameters.

Scenario Scenario-specific Leave-one-out

2-L 04 h 33 min and 35 s 26 h 38 min and 45 seconds
2-M 04 h 46 min and 01 s 33 h 59 min and 18 seconds
2-H 04 h 47 min and 31 s 28 h 00 min and 34 seconds
5-L 03 h 38 min and 54 s 24 h 09 min and 30 seconds
5-M 03 h 53 min and 50 s 16 h 57 min and 24 seconds
5-H 05 h 48 min and 24 s 34 h 29 min and 08 seconds
10-L 03 h 57 min and 30 s 37 h 40 min and 34 seconds
10-M 05 h 54 min and 16 s 15 h 50 min and 40 seconds
10-H 12 h 05 min and 05 s 13 h 40 min and 10 seconds

Computational time for the scenario-specific and the leave-one-out calibrations. The
middle and right columns indicate the scenario-specific calibrated and the scenario left
out during the calibration for the leave-one-out experiments, respectively. The
computational time for the multi-scenario calibration was 45 h 23 min and 25 s.
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