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Abstract 19 

People are often cautious in delivering moral judgments of others’ behaviours, as 20 

falsely accusing others of wrongdoing can be costly for social relationships. Caution might 21 

further be present when making judgements in information-dynamic environments, as 22 

contextual updates can change our minds. This study investigated the processes with which 23 

moral valence and context expectancy drive caution in moral judgements. Across two 24 

experiments, participants (N = 122) made moral judgements of others’ sharing actions. Prior 25 

to judging, participants were informed whether contextual information regarding the 26 

deservingness of the recipient would follow. We found that participants slowed their moral 27 

judgements when judging negatively valenced actions and when expecting contextual 28 

updates. Using a diffusion decision model framework, these changes were explained by shifts 29 

in drift rate and decision bias (valence) and boundary setting (context), respectively. These 30 

findings demonstrate how moral decision caution can be decomposed into distinct aspects of 31 

the unfolding decision process.  32 

Keywords: moral decision caution, moral judgment, response time, drift diffusion 33 

model, dictator game, context update  34 
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Introduction 35 

Moral judgements are an integral and pervasive part of being human - they undergird 36 

our social relationships and form the basis for our legal, political, and governmental 37 

institutions1. Yet moral judgements are not made in isolation but in a complex informational 38 

context; various types of contextual information can influence our moral judgements. For 39 

example, moral judgements can be modulated by contextual information regarding the social 40 

identities of moral actors and victims2,3, their economic class4, their relational status5,6, the 41 

actor’s mitigating circumstances7, as well as the victim’s history of moral or immoral actions 42 

(i.e. their moral deservingness)8,9. Such information can also lead people to change their 43 

minds about their moral judgements. Recent research has shown that people flexibly update 44 

their judgements upon receiving contextual information, switching from relying on context-45 

independent to context-dependent norms9.  46 

In distributive justice scenarios, context-dependent norms are often preferred over 47 

context-independent norms. For example, if information regarding individual contributions of 48 

actors to shared resources or the history of previous transactions is made available, people 49 

prefer splitting resources in accordance with norms that account for such information (e.g., 50 

equity norm10–12, reciprocity norm13,14, indirect reciprocity norm15,16), rather than ignoring 51 

this information and allocating equal amounts to each individual (equality norm17–19). Some 52 

individuals prefer context-dependent norms so much that they refrain from making strong 53 

judgements prior to the presentation of contextual information9. This may reflect the caution 54 

of these individuals not to make judgements that may later, upon learning additional 55 

information, turn out to be mistaken as they no longer align with preferred context-dependent 56 

norms. Thus, caution against selecting a judgment which that is not in line with personal 57 

moral norms (i.e. moral decision caution) likely plays an important role in dynamic everyday 58 

moral decision-making situations, especially when we are aware that we may learn 59 
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additional, decision-relevant information in the near future. However, the moral decision 60 

process in such situations is poorly understood, partly because there is no adequate process 61 

model that would allow investigating various forms of moral decision caution more directly.  62 

Caution has been studied in different areas of decision research, mostly using single-63 

decision tasks involving perceptual and reward-based choices. One form of caution 64 

characterized by this research is a tendency for an individual to slow their response time (RT) 65 

in order to increase the likelihood of making a correct choice20. Generally, participants show 66 

this tendency when under explicit instructions to ensure high accuracy21, when there are high 67 

monetary costs for mistakes22, and in conditions of high task difficulty, so as to maximize 68 

reward rate23. This form of caution enables people to adapt their decision processes to suit 69 

changing environmental demands.  70 

This form of caution may also be a useful way for people to adapt their moral 71 

decision-making when there is an expectancy of learning more information at the time of the 72 

decision. Recent research suggests that people display this form of caution as they learn about 73 

the likelihood of outcomes or consequences of their choices. People slow their judgements to 74 

reduce the likelihood of errors when they are aware that they are likely to make an error in 75 

the given task24, as well as when they are aware that the association between their choices 76 

and the outcomes resulting from these choices is volatile25. Expectancy of learning contextual 77 

information in moral judgements also changes the subjective likelihood of judgement errors, 78 

defined as choices that appear correct based on the information available at the time of the 79 

decision (in line with context-independent norms) but turn out to be incorrect as contextual 80 

information is learned (not in line with the preferred context-dependent norms). Therefore, 81 

expectancy of learning contextual information may also lead to this form of caution and slow 82 

down moral judgements.  83 
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However, there is also another form of caution, which is highly relevant for moral 84 

judgements: People may particularly slow their RTs when judging someone’s action as 85 

morally bad, to increase the likelihood of being correct (according to their personal moral 86 

norms) when selecting this option. This tendency can be conceptualised as a decision bias, 87 

which has been shown to occur in other contexts against choice options associated with 88 

smaller rewards21, or larger punishments26. Morally blaming others is socially risky as it may 89 

lead to reprisals if that blame is improperly placed. Indeed, people are more motivated to stay 90 

as accurate as possible by ensuring their judgements are up to date with all the available 91 

information when making negative judgements27,28. However, there is an alternative 92 

explanation for why people may take longer when judging someone as bad that is unrelated 93 

to caution. Namely, people tend to take longer to evaluate negative information, even when 94 

they are not required to make any decisions, and there are no response options to be cautious 95 

about. For instance, people report thinking more thoroughly about negative events29, they 96 

look longer at negative content when scrolling through images30, and are longer distracted by 97 

morally negative words31. Such effects suggest that people take longer to process negatively 98 

valenced information32. Therefore, there are two distinct explanations for slower RTs when 99 

making negative moral judgements: a decision bias (defined as a tendency to be more 100 

cautious when judging someone as bad), and a slower rate of evaluation of negative 101 

information (i.e. evidence for the negative judgement). For this reason, previous research 102 

relying on simple comparisons of mean RTs has been unable to disentangle the cognitive 103 

processes underlying the slowing32. This is again due to the fact the there is no process model 104 

specifically developed for moral decision-making that would allow us to investigate this 105 

question. 106 

In other fields of decision science, evidence accumulation models have been widely 107 

applied to disentangle parts of the decision process. These process models include 108 
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mathematically formalized parameters that correspond to evidence accumulation (i.e. the rate 109 

at which evidence is evaluated) and the two forms of caution described above, and might 110 

therefore be useful for partitioning distinct sources of moral decision caution. One prominent 111 

model of this class is the Diffusion Decision Model (DDM)33–35 which has been used to study 112 

decision-making across a broad range of discrete choice tasks33,36–39. The DDM describes the 113 

decision process as a continuous accumulation of noisy evidence for different choice 114 

outcomes. Once evidence in favour of a particular choice reaches a boundary, a decision is 115 

made. These models find substantial support from animal studies where neural firing rates in 116 

middle temporal and ventral intraparietal areas found to closely track the trajectory of 117 

evidence accumulation40,41. Although predominantly used to model perceptual decision-118 

making processes, where sensory evidence is accumulated by the sensory systems, the DDM 119 

can be regarded as a universal decision process model, and it has been used to model value-120 

based decisions42, sharing and cooperation choices43–45 as well as moral decisions46. For such 121 

higher-level decisions, the accumulation process represents integration of signals from brain 122 

areas that calculate subjective value47, integrate representations of potential gains and 123 

losses48, and perform diverse social and moral computations that have not yet been well 124 

specified by previous research44,46.  125 

The rate of evidence processing (i.e. the evidence strength), and two forms of caution, 126 

correspond to specific parameters of the DDM model. In the DDM model, caution against 127 

making an error across response options is formalized as the amount of evidence needed to 128 

make a choice and is estimated by the boundary separation (a) parameter. Given the role of 129 

this parameter in adapting decision processes to environmental demands21,24,25 (as described 130 

above), this parameter may increase - corresponding to a wider boundary separation, when 131 

expecting contextual information. Biases against one of the response options are formalized 132 

as shifts in the starting point of the accumulation process, thus capturing how much people 133 
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favour a certain response option prior to observing the stimulus, and is estimated by the 134 

(starting point) bias parameter (z). This parameter has been shown to shift towards the 135 

response option associated with a reward21 and away from response options associated with 136 

punishment26. In the case of moral judgements, because of the potential social repercussions 137 

that come with placing moral blame improperly, the bias parameter may be shifted towards 138 

the “good” judgement choice. And third, the average rate of evidence accumulation, 139 

capturing the strength of evidence favouring either response option in a task, is estimated by 140 

the drift rate (v) parameter. In visual discrimination tasks, this parameter has been shown to 141 

scale with stimulus discriminability21. We expected this parameter to scale with the 142 

prototypicality of action as morally good (representing adherence to a moral norm) or bad 143 

(representing deviation from a moral norm). Moreover, if negative evidence is accumulated 144 

slower than positive evidence (independent from potential biased caution against “bad” 145 

judgements accounted by the z parameter), we expect negative evidence to decrease the drift 146 

rate parameter.  147 

In the current study we used a modified version of a recently developed moral 148 

judgement task9,49 to test the effects of context-expectancy and moral valence on RT and 149 

parameters of the decision process, as operationalised by the DDM. We asked participants to 150 

observe a variant of the dictator game in which a “Decision-maker” decided to share a 151 

proportion of $10 with another person (the “Receiver”; Figure 1a). Participants were aware 152 

that these choices were made in a particular informational context. Participants knew either 153 

that decision-makers knew nothing about the Receiver, or that they knew how ‘deserving’ the 154 

Receiver was, based on their past sharing behaviour towards another person. In each trial 155 

participants made moral judgements about the Decision-maker’s sharing action while 156 

expecting a contextual update about the Receiver’s deservingness (context-expectant 157 

condition) or while not expecting an update (no-context condition; Figure 1b). In Experiment 158 
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1 these two conditions were presented interleaved. Experiment 2 was used to replicate the 159 

results using a near-identical paradigm with an independent sample of participants. In the 160 

second experiment the two conditions were presented in separate blocks, which further 161 

controlled for the possibility that the interleaved presentation of conditions might have had an 162 

impact on participants’ decision strategies. Naturally, there are individual differences in the 163 

norms people rely on to make such judgements. A majority of people, however, condemn low 164 

and endorse high offers9. To avoid possible confounding of response times due to potential 165 

differences in the reliance on different sets of norms across individuals, and to ensure that the 166 

perception of our stimuli as “evidence” for judgement options was roughly consistent across 167 

the sample (a necessary assumption of the DDM when fit for a group of individuals in a 168 

hierarchical model, see Methods), we limited our investigation in both experiments to this 169 

largest subset of participants, who endorsed generosity and condemned selfishness9 170 

(implications for limitations will be addressed below).  171 

172 
  173 

 Figure 1. Moral judgement context-expectancy paradigm. (a) Depiction of the cover 174 

story participants read prior to the experiment about a recently conducted study. The cover-175 
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story study was fictitious, but our participants were not informed of this. It involved persons 176 

interacting across two rounds: In Round 1, Person A played the role of the Decision-maker 177 

and had to decide how to share $10 with their partner, Person B. In Round 2, a new person 178 

(Person C) became a Decision-maker and was paired with either Person A or a new person 179 

(Person D), and had to decide how to share $10 with their partner. Importantly, Person C 180 

knew whether their partner took part in Round 1, and if they did (e.g., Person A), how much 181 

they gave when they were the Decision-maker ($x). Person C decided to give a certain 182 

amount ($y) to their partner (either person A or person D, depending on the trial). (b) Trial 183 

sequence. Participants were presented with information regarding the context-expectancy 184 

condition of the current trial. “OLD Receiver” indicated that they would judge the Round 2 185 

Decision-maker who was paired with a Receiver (i.e. Person A) who gave an amount $x to 186 

another person in the previous round. Our participants made this judgement without yet 187 

knowing this $x amount, but knowing that they would soon learn this information (i.e. the 188 

context-expectancy condition); or “NEW Receiver”, indicating that they would judge the 189 

Round 2 Decision-maker paired with a new person (i.e. Person D), and that there was no 190 

additional contextual information to expect (no-context condition). Next, participants were 191 

presented with the amount that the Round 2 Decision-maker gave to their partner and selected 192 

their judgement (one of the four options) on a keyboard. After this, in context-expectant 193 

condition, the amount that the Receiver had given in the previous round ($x) was revealed. In 194 

the no-context condition, no additional information was presented. Participants again 195 

indicated their judgement of the Decision-maker’s action on their keyboard. 196 

Results 197 

The selected sample of participants relied on similar norms when performing their 198 

judgements (judging low offers as bad and high offers as good) as expected, and there were 199 
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no systemic differences in the proportions of moral choice for each choice option across 200 

expectancy conditions (depicted in Figure 2). 201 

We took two approaches to test for effects of context-expectancy and moral valence 202 

on response speed in moral judgements. The first approach was to test for these effects by 203 

comparing RTs without formally specifying the decision process. Our predictions for these 204 

RT comparisons together with the analysis approach were preregistered 205 

(https://aspredicted.org/blind.php?x=dy3qk9). The second approach was to use the DDM to 206 

better characterise these effects by comparing model parameter estimates across expectancy 207 

and valence conditions. 208 

With regards to our first approach we tested three hypotheses. First, we investigated 209 

whether expectancy of contextual information increases caution, by testing whether the RTs 210 

of initial judgements were higher in the context-expectant than in the no-context condition. 211 

Second, we investigated whether morally negative evidence is evaluated more cautiously and 212 

is processed at a slower rate. This hypothesis was operationalised as the assumption that the 213 

effect of morally negative valence linearly decreases with the size of the Decision-maker’s 214 

offer. We therefore expected a negative relationship between the Decision-maker’s offer and 215 

RT. Third, to investigate whether caution when expecting a contextual update is particularly 216 

pronounced for negative judgements, we tested whether the slope of the negative relationship 217 

between RT and Decision-maker’s offer was steeper in the context-expectant condition. To 218 

test these hypotheses, we formulated several Generalised Linear Mixed-effects Models, 219 

which included the Decision-maker’s offer, the expectancy condition, and their interaction, as 220 

predictors of RT (Supplement 1 Table S2).  221 

The best-fitting model included main effects of Decision-maker’s offer and 222 

expectancy condition but did not include an interaction, and the intercepts and the slopes of 223 

these two main effects were allowed to vary across individuals (Supplement 1 Table S2). The 224 
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two main effects were substantial and statistically significant. Context-expectancy led to a 23 225 

ms slowing of RTs, 95% CI [5, 41] in Experiment 1. One possibility is that this effect may 226 

have been reduced due to the interleaved design, which could have led to an overspill of 227 

decision criteria among trials of different conditions. This was addressed with Experiment 2, 228 

which used a blocked design and replicated the context-expectancy effect, which was indeed 229 

much larger. Context-expectancy led to a 138 ms slowing, 95% CI [110, 165]. These results 230 

support the hypothesis that context-expectancy increases caution. Regarding the second 231 

hypothesis, we found that a single dollar reduction in the Decision-maker’s offer predicted a 232 

26 ms slowing of RTs, 95% CI [31, 21] in Experiment 1. This effect again replicated in 233 

Experiment 2 showing 28 ms slowing for each dollar reduction in the Decision-maker’s offer, 234 

95% CI [31, 24]. These results support the hypothesis that that negatively valenced evidence 235 

is evaluated more cautiously or takes longer to process. The two main effects were consistent 236 

across quantiles (RT quantiles by condition are displayed in Figure 3). They were also robust 237 

across different models (Supplement 1 Table S2) and across alternative approaches to 238 

modelling RT distributions (Supplement 1 Table S4 and S5). As for the interaction effect, 239 

there was no evidence across these two studies supporting the hypothesis that effects of 240 

negative valence are more pronounced when people are expecting a contextual update. 241 

Models including the interaction effect had poorer fits, and confidence intervals for this 242 

interaction parameter consistently included zero.  243 

  244 
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 245 

Figure 2. Moral judgement results. Scattered dots indicate mean judgements of Decision-246 

maker’s offer for each participant; lines indicate the mean across participants for context-247 

expectancy (orange) and no-context (green) conditions. Error bars depict the SEM. The 248 

monotonic increase in moral endorsement across Decision-maker’s offers indicates that 249 

participants condemned low and endorsed high offers. The complete overlap of two the lines 250 

representing the conditions indicates that there were no detectable systemic differences in 251 

moral judgement across expectancy conditions in the two experiments. 252 

 253 
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 254 

Figure 3. Moral Judgement RT quantiles across Decision-maker offers and expectancy 255 

conditions. The graph shows group mean quantile values across participants. The general 256 

pattern of results was consistent across quantiles and across two studies: there was a slight 257 

increase in speed for higher Decision-maker offers; and there was a slight slowing in context-258 

expectancy trials in Experiment 1 (dashed lines higher than solid lines), which was more 259 

pronounced in Experiment 2. 260 

 261 

Next, to better characterise these patterns of RT effects, and to test our predictions 262 

regarding the relationships between context-expectancy, moral valence and components of 263 

the decision process, we fitted a Diffusion Decision Model. To test whether context-264 

expectancy increased the general amount of caution across judgement options (i.e. boundary 265 

separation), we computed two a parameters, one for each expectancy condition, and 266 

compared them. We expected: acontext-expectant > ano-context. To test whether moral prototypicality 267 

of Decision-maker’s offers reflected stronger evidence for judgement options (with lower 268 

offer magnitude reflecting evidence for “bad” option, and higher offers reflecting stronger 269 
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evidence for the “good” option, in line with the norms applied by the selected sample), we 270 

fitted a v parameter separately for each Decision-maker’s offer. The v parameter was signed, 271 

meaning negative values indicated evidence for “bad” judgement and positive values 272 

indicated evidence for “good” judgement. We tested for a monotonic positive relationship 273 

between the offer magnitude and the v parameter. Moreover, to test whether negatively 274 

valenced evidence is accumulated more slowly than positively valenced evidence, we tested 275 

whether the estimates of the v parameter were in absolute terms (drift towards either “good” 276 

or “bad”) larger for high as opposed to low Decision-maker’s offers. We expected: |v0-4| < |v6-277 

10|. Finally, to test whether participants were more cautious against making “bad” judgements, 278 

independent of the tendency to more slowly accumulate negatively valenced information, we 279 

tested whether the z parameter differed from .5 (which would indicate no starting point bias), 280 

and whether the z parameter was biased in the direction of ‘morally good’ judgement. The 281 

position of decision bounds with respect to the starting point were standardized as 1 for 282 

‘morally good’, and 0 for ‘morally bad’ judgements, hence we expected z > .5. 283 

First, we formulated a hypothesised model (m1), which included separate a 284 

parameters for each expectancy condition, separate v parameters for every offer value, and a z 285 

parameter. We then tested whether the use of this model, which allowed us to test our specific 286 

hypotheses, was justifiable and appropriately explained our data, by comparing it to a null 287 

model (m0), which did not include differences between conditions for any parameter. We 288 

used the Deviance Information Criterion (DIC) to compare the model fits (lower value 289 

indicates better fit)50. We found that this model provided a substantially better fit to the data 290 

(Experiment 1 DIC = 13396.303; Experiment 2 DIC = 15021.171) than the null model (m0) 291 

(Experiment 1 DIC = 29569.801; Experiment 2 DIC = 30071.387). Additionally, we ran 292 

Posterior Predictive Check (PPC) simulations of the two models. Simulated data from model 293 

m1 more closely resembled the quantile structure of the observed RT data (Supplement 2 294 
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Figure S10). The m1 model simulation also reproduced the observed rates of judgements 295 

across Decision-maker offers (Supplement 2 Figure S8) and patterns of changes in RT 296 

distributions across different Decision-maker’s offers and expectancy conditions (Supplement 297 

2 Figure S9), and overall provided an excellent fit to the data. 298 

Next, we tested for hypothesised differences in the m1 model parameters across 299 

conditions. Statistical significance was defined as the posterior probability for the 300 

hypothesised difference exceeding .95. Consistent with our hypothesis that context-301 

expectancy increases caution against making errors, the a parameter estimate was nominally 302 

larger in the context-expectant condition compared to the no-context condition; however, this 303 

difference was not statistically significant in Experiment 1 (posterior P(acontext-expectant > ano-304 

context) = 0.913) (Figure 4a). In Experiment 2 this difference was statistically significant 305 

(posterior P(acontext-expectant > ano-context) > 0.999, Figure 4b). As for the drift rate (v), we 306 

expected this parameter to monotonically increase with the value of the Decision-maker’s 307 

offer. We observed a perfect monotonic relationship across both experiments (see Figure 4c 308 

and d). To test our hypotheses regarding the reduction in absolute drift rate when processing 309 

negative moral valence as compared to positive valence, we compared the v parameter for 310 

negative stimuli (Decision-maker gave $0-4) with positive stimuli (Decision-maker gave $6-311 

10). Consistent with our hypothesis we found a large and statistically significant decrease in 312 

absolute drift-rate for negative stimuli (Experiment 1 posterior P(|v0-4| < |v6-10|) > 0.999; 313 

Experiment 2 posterior P(|v0-4| < |v6-10|) > 0.999, see Figure 4c and d). To ensure that this 314 

effect was not due to a perception of Decision-maker’s offer of $4 as neutral as opposed to 315 

negative, we repeated these analyses on a more constrained set of stimuli by excluding offers 316 

$4 and $6, and the effect survived in both studies (Experiment 1 posterior P(|v0-3| < |v7-10|) = 317 

0.999; Experiment 1 posterior P(|v0-3| < |v7-10|) = 0.999). To test our hypothesis regarding the 318 

shift of the bias parameter (z) away from the ‘bad’ and toward the ‘good’ judgement option, 319 
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we tested whether the z parameter was larger than .5. Consistent with our hypothesis we 320 

found estimates of z parameter to be larger than .5 in both studies (Experiment 1 posterior P(z 321 

> 0.5) > 0.999; Experiment 2 posterior P(z > 0.5) > 0.999). 322 

  323 

Figure 4. Bayesian posterior probability distributions for Diffusion Decision Model 324 

parameters a, v and z for both Experiments. (a) In Experiment 1, the boundary separation 325 

parameter (a) estimate, although overlapping, was slightly higher for the context-expectant 326 

condition, which is in line with the hypothesis that context-expectancy increases caution. (b) 327 

In Experiment 2, this difference was replicated with a larger effect and there was minimal 328 

overlap between the two posterior distributions. (c) In Experiment 1, the drift rate parameter 329 
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(v) monotonically increased with higher Decision-maker’s offers, suggesting that higher offer 330 

numbers provide more evidence for the judgement option ‘good’ and less for ‘bad’. 331 

Positively valenced actions (DM gave more than 6) had higher absolute drift rates towards 332 

option ‘good’ than negatively valenced actions did towards option ‘bad’ (DM gave less than 333 

$4), which suggests that participants processed negatively valenced actions slower than 334 

positively valenced actions. (d) These effects replicated in Experiment 2. (e) In Experiment 1, 335 

participants showed a bias towards judging ‘good’ (z parameter >.5), which is in line with the 336 

hypothesis that people may be more cautious when making negative judgements. (f) This 337 

effect replicated in Experiment 2. 338 

Discussion 339 

We investigated the effects of context-expectancy and negative moral valence on 340 

moral decision caution in third-party moral judgements of sharing actions. Both factors were 341 

hypothesised to slow moral judgements, albeit impacting different aspects of the decision-342 

making process. Specifically, we examined these effects by comparing RTs and parameter 343 

values of the DDM across judgements of fairness-related actions (i.e. offers of different 344 

magnitudes) as well as context-expectancy conditions. Our results show a significant slowing 345 

of RT in the context-expectancy conditions, as well as for morally negative actions; however, 346 

there was no interaction between the two factors. Moreover, these effects were well 347 

accounted for by differences in multiple DDM parameters. The boundary separation 348 

parameter was larger in the context-expectancy condition compared to the no-context 349 

condition, pointing to more caution to avoid erroneous responses (across judgement options) 350 

in the former condition. In addition, signed drift rates increased with the Decision-maker’s 351 

offer, suggesting that lower offers corresponded to stronger evidence for negative judgments 352 

and higher offers corresponded to stronger evidence for positive judgements. Absolute drift 353 

rates were smaller for negatively valenced offers, supporting the notion that negative 354 
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evidence is accumulated at a slower rate than positive evidence, for reasons most likely not 355 

related to moral decision caution per se. Additionally, the starting point parameter showed a 356 

bias against “bad” judgements, suggesting that people also slowed their negative judgements 357 

as they were particularly cautious about them. 358 

Our findings that participants slowed their judgments when expecting contextual 359 

information is consistent with previous research showing that people are more cautious when 360 

aware that they are more prone to making mistakes24,25. Notably, previous research has 361 

demonstrated this effect for decision mistakes in tasks in which people are not given 362 

additional information or a chance to change their minds24,25. The current findings show that 363 

this effect also extends to dynamic decision-making contexts, in which learning additional 364 

information can lead to changes of mind. Crucially, here we show that this type of caution 365 

can be explained by the widening of the decision boundary separation in a process model of 366 

decision-making.   367 

Finding that the expectancy of contextual information increases the boundary 368 

separation also highlights the importance of contextual information for moral judgements. 369 

This finding is consistent with previous research that showed that contextual information 370 

influences the judgements that we make2–8, and that some people make less extreme good/bad 371 

judgements when expecting contextual information9. To note, we did not find an adjustment 372 

of the judgement itself (see Figure 2), but the relatively course four-point scale might not 373 

have been ideal to capture any potential subtle effects that might have occurred but could not 374 

be expressed without a finer scale. The difference in response times, however, was observed 375 

even though the expected contextual information could never directly impact the initial 376 

judgment. This is important because it shows that context-dependent norms affect our 377 

judgements even when contextual information is not yet known, a point which has been 378 

overlooked in the moral judgement literature. 379 
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We further found that participants were slower when evaluating lower offers, which is 380 

in line with both the idea that people take longer to process negative evidence29–32, as well as 381 

with the idea people are more cautious against judging people as bad, as negative judgements 382 

have higher social repercussions for individuals27,28. Our DDM results further support each of 383 

these accounts separately. Firstly, our finding that the drift rate was slower for lower offers as 384 

compared to higher offers is in line with the idea that people accumulate negative evidence at 385 

a slower rate29–32. Secondly, we found that participants showed biases, or caution, against 386 

judging moral actions as bad, independent of taking longer to process negative evidence. 387 

Previous research on financial decision-making showed similar bias parameter shifts away 388 

from options associated with less favourable monetary outcomes21–23,26. Our results extend 389 

these findings to moral judgement valence, suggesting that people are inclined to default to 390 

positive judgements. This may be because of the sensitivity of the bias parameter to social 391 

outcomes, such as the repercussions that come with placing moral blame improperly27,28. 392 

Overall, our findings suggest that people take longer to make judgements about negative 393 

actions both because it takes them longer to process negative information, and because they 394 

favour positive judgements. 395 

Our finding that people have biased caution against making negative judgements 396 

complements recent findings showing that people are more prone to adjust and change 397 

negative rather than positive beliefs about others28. Although negative beliefs are more 398 

susceptible to change, our results suggest that people are more cautious to form these beliefs 399 

in the first place. Together, these findings suggest that people are more careful about being 400 

accurate when evaluating morally negative evidence, both in terms of changing their minds 401 

when receiving information updates9,28, and by allowing themselves time to consider all the 402 

information that is available when prompted to make a judgement.  403 
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Our finding that signed drift rates showed a monotonic relationship with the 404 

magnitude of Decision-makers’ offers is in line with the idea that moral prototypicality of the 405 

action determines the quality of evidence for moral badness and goodness. Previous research 406 

showed that drift rate scales with perceptual discriminability of the stimuli in classical 407 

perceptual decision tasks21. Our findings suggest that this effect generalizes to moral 408 

decisions, which is in line with the idea that moral prototypicality (i.e. how well a moral 409 

action represents adherence to or deviation from a moral norm) equates to moral 410 

discriminability and determines the rate of moral decision evidence accumulation.  411 

We did not find support for our hypothesis that context-expectancy would interact 412 

with the moral valence effect. Our RT results instead suggest that these two effects were 413 

additive. These results are somewhat in discord with a previous finding that some participants 414 

reduced the intensity of their negative moral judgements (but not positive moral judgements) 415 

when expecting a contextual update9. There are several explanations for this discrepancy. 416 

This previous finding may be specific to moral judgements reported on a continuous scale. It 417 

may also occur only in smaller subset of people. Our strict focus on a subsample of people 418 

that condemn low offers may have excluded the people that reduce the intensity of this 419 

condemnation and show this effect. Future studies could preselect samples of people who 420 

show this effect and characterise their decision process specifically. 421 

There are several remaining open questions that should be investigated in future 422 

studies. One outstanding question is whether the DDM can be applied to better characterise 423 

aspects of moral decision-making across a wider range of contexts. While the DDM has 424 

primarily been used to derive psychologically meaningful parameters in perceptual decision 425 

tasks33,36,37,42, and has only been applied to a small range of social and more specifically 426 

moral tasks44–46,51,52, our results illustrate that the DDM can be a powerful tool for 427 

dissociating parts of the decision-making process in social tasks. Our findings show that the 428 
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DDM can be used to clearly partition RT variance in such tasks, and the consistency of 429 

results across two samples suggest that this partitioning is reliable. Future studies could test 430 

how well our findings generalize to other kinds of judgement tasks (e.g., traditional moral 431 

dilemmas), other moral norms (e.g., concerning harm), and other kinds of contextual 432 

information (e.g., relational status between moral actors). It could further be tested whether 433 

there is an even better model within the DDM framework to capture the process of moral 434 

judgement. We have restricted our analyses to the most plausible (and hypothesis driven) 435 

model instead of exploring the full space of all possible models, which was beyond the scope 436 

of our study. Future research, however, can extend this framework, for example by including 437 

parameters such as collapsing decision bounds42,53,54, or by allowing for inter-trial variability 438 

of some parameters55,56 to further improve the model fit; however additional theoretical work 439 

is needed to justify inclusion of such variations for the current context. Additionally, our 440 

study remains agnostic to neural mechanisms behind the moral decision process. To better 441 

understand the computation behind moral decisions, future studies should investigate the 442 

neural correlates of these computations.    443 

To conclude, our findings identify expectancy of learning new contextual information and 444 

moral valence as impacting two distinct forms of moral decision caution. While context 445 

expectancy slows moral judgements to reduce erroneous responding in general, negatively 446 

valenced information also leads to slower judgements, presumably reducing the likelihood of 447 

making an erroneous negative judgement. Additionally, we also show that this effect of 448 

negative valence occurs in addition to another effect – that negative evidence is accumulated 449 

at a slower rate than positive evidence. These findings improve our understanding of 450 

processes underlying moral decision-making in dynamic situations and provide a foundation 451 

for future research on neural mechanisms underlying moral decisions.  452 
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Materials and Methods 453 

Participants 454 

The study was approved by the Human Research Ethics Committee of the Melbourne 455 

School of Psychological Sciences (Ethics ID 1750046.3). Participants were compensated with 456 

course credit or monetary remuneration ($15). Participants were right-handed, fluent in 457 

English, and had normal or corrected-to-normal vision. 458 

For Experiment 1 (interleaved design), 77 people participated (50 female, 27 male, 459 

Mage = 24.70, SD = 7.40, range: 18–69 years). Eleven participants were excluded from the 460 

sample for data quality reasons: nine participants failed an attention-check (i.e. had given 461 

incorrect answers in more than 40% of catch trials of either category; see below), and two 462 

participants had missing responses for over 5% of trials, again suggesting a lack of attention. 463 

We preselected the final sample such that all included participants would rely on the same 464 

moral norms to make their judgements. This was done to avoid possible confounding of 465 

response times due to potential differences in norm-related information processing across 466 

norms, and to ensure that all participants were assigning moral meaning to presented stimuli 467 

in a similar manner (which is a necessary assumption of the DDM when fit for a group of 468 

participant datasets). Based on previous research using a similar task, we expected the largest 469 

group to be participants who endorsed high and condemned low offers9. A strong positive 470 

correlation between moral judgements and Decision-maker’s offer was typical for this largest 471 

group. We excluded eleven participants who did not show this strong positive correlation 472 

(Spearman correlation was below r = .5). All of these criteria were predefined and 473 

preregistered (http://aspredicted.org/blind.php?x=n2fi7g). The final sample consisted of 55 474 

participants (37 female, 18 male, Mage = 24.84, SD = 5.86, range: 18–43 years).  475 

For Experiment 2 (blocked design), 76 members of the University of Melbourne 476 

community were recruited (47 female, 28 male, 1 other, Mage = 24.29, SD = 3.77, range: 19–477 
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39 years). Nine participants were excluded to ensure data quality: six participants failed the 478 

attention-check criterion (see above) and three had missing responses for over 5% of trials. 479 

Another ten participants were excluded because their moral judgements did not correlate 480 

strongly with the Decision-maker’s offer (Spearman correlation r < .6). All of these criteria 481 

were predefined and preregistered (https://aspredicted.org/blind.php?x=dy3qk9). The final 482 

sample consisted of 57 participants (38 female, 18 male, 1 other, Mage = 24.34, SD = 3.80, 483 

range: 20–39 years). 484 

Apparatus. The experimental task was programmed in MATLAB (MathWorks, 485 

version R2015b) and presented using PsychToolbox-357. Participants sat at a viewing 486 

distance of approximately 80 cm from the monitor (ASUS ROG Swift PQ258Q 24.5” HD 487 

with a 60 Hz screen refresh rate). The experiment was conducted in a well-lit solitary room. 488 

Participants made responses on a black Hewlett-Packard KU1469 QWERTY keyboard. The 489 

“z”, “x”, “.” and “/” keys were covered with white stickers to indicate to participants that 490 

these were the primary buttons to be used in the experiment. They were instructed to place 491 

their fingers on these keys in preparation for every trial in the following manner: the middle 492 

finger and the index finger of their left hand were to be placed on the “z” and “x” keys, 493 

respectively, and the index finger and the middle finger of their right hand were to be placed 494 

on the “.” and “/” keys, respectively.  495 

Experimental Paradigm  496 

Cover Story. Participants first read a cover story about a recently conducted 497 

experiment investigating people’s economic decisions. This experiment was fictional, but 498 

participants were not informed of this. In the fictional experiment a group of people, assigned 499 

to pairs, completed a two-round variant of the dictator game (for the original dictator game, 500 

see ref 58). In the first round, one person (the “Decision-maker”) in each pair was given $10 501 

and decided how much thereof to share with their partner, the “Receiver”, to whom they 502 
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could give any whole dollar portion (i.e. any amount $0–$10). In the second round, the same 503 

task was repeated except with people taking new roles — first round Decision-makers 504 

became Receivers in the second round — and were assigned different partners. Some of these 505 

new partners were Decision-makers in the first round of the experiment (“Old Receivers”) 506 

and some of them were not (“New Receivers”). Importantly, second round Decision-makers 507 

were aware whether their partner was an Old Receiver or a New Receiver. If their partner 508 

was an Old Receiver, they were also aware how much money their partner had shared with 509 

another person in the first round of the experiment. A visualisation of this cover story is 510 

shown in Figure 1a. 511 

Instructions. This cover story along with the description of the experimental task 512 

were presented to participants via text interleaved with animated depictions. Participants read 513 

the instructions and attended to animations at their own pace. Participants were then required 514 

to pass, with 100% accuracy, a test comprised of 32 true–false questions which assessed their 515 

understanding of both the cover story and the experiment instructions. Participants could 516 

attempt this instruction-check test three times. If they experienced troubles completing the 517 

quiz, participants could return to the cover story or instruction presentations to clarify their 518 

understanding or ask questions of the experimenters for the same. Participants were required 519 

to pass this test before continuing to the experiment.  520 

Experimental task. Participants were asked to observe a series of independent 521 

transactions that various Decision-makers made towards various Receivers as described in 522 

the cover story. Each trial started with the participant being shown, for 3 s, whether the 523 

Receiver for that trial was an “OLD Receiver” (for context-expectant trials) or a “NEW 524 

Receiver” (for no-context trials) which corresponded to whether the Receiver participated in 525 

the first round of the fictitious experiment. Then, a fixation cross was presented in the middle 526 

of the screen for 2 s. Participants were then presented with the phrase "Decision-maker gave: 527 
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$y" where y was an integer from the set Y = {0, 1, 2, … 10} (“Decision-maker offer”). 528 

Simultaneously, response options “very bad”, “bad”, “good” and “very good” were presented 529 

below the Decision-maker offer. Participants selected their response, with a maximum 530 

response window of 3 s, to indicate how morally good or bad they believed this Decision-531 

maker’s action was by pressing the button on the keyboard corresponding to the position of 532 

the presented option. To control for possible RT differences that could arise due to 533 

differences in motor execution across different fingers, participants were randomly assigned 534 

one of four possible mappings of responses to buttons, and this mapping remained the same 535 

throughout the experiment. Four mappings were selected to ensure that across participants 536 

any of the four fingers was mapped onto each response option. For consistency, none of the 537 

mappings had a monotonically increasing or decreasing order in space.  538 

Once participants made their response, the corresponding response option 539 

immediately changed colour to yellow until the 3 s time-limit had elapsed (or for 0.3 s if the 540 

judgment was made between 2.7 s and 3 s) before reverting to white. This was done to assure 541 

participants that their response had been recorded.  542 

Participants were then shown another fixation cross above this information for 0.5 s. 543 

The stimuli presented next differed depending on the experimental condition of the trial. In 544 

context-expectant trials, participants were presented with the phrase “Receiver gave: $x”, 545 

where x was an integer from the set X = {0, 1, 2, … 10}, providing the contextual 546 

information of how much the Receiver had given when they were a Decision-maker the first 547 

round. In the no-context trials, participants were presented with the phrase “NEW Receiver”, 548 

reminding them that the Receiver had not participated in the first round, and thus there was 549 

no contextual information about them available. In both conditions, participants made a 550 

second moral judgment, within 3 s, about the Decision-maker’s action (not the Receiver’s 551 

prior action). Once this response had been made, the corresponding response option changed 552 
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colour to yellow until the 3 s time-limit had elapsed (or for 0.3 s if the judgment was made 553 

between 2.7 s and 3 s), after which a new trial began.  554 

There were 121 trials in each condition, totalling 242 trials per participant. This was 555 

chosen such that in the context-expectant condition, participants made moral judgments about 556 

all possible combinations of the Decision-maker’s offer (i.e. Decision-maker gave $0–$10) 557 

and the Receiver’s prior offer (Receiver gave $0–$10; 11 × 11 = 121). To ensure there was 558 

symmetry between the experimental conditions, we also included 121 trials for the no-context 559 

condition. In Experiment 1 the order of these 242 trials was randomised for each participant 560 

and the two trial types alternated randomly (i.e. the two conditions were interleaved). In 561 

Experiment 2, we used a version of the experiment with the two expectancy conditions 562 

presented in separate blocks. There were 40-41 trials of the same kind in each block and 6 563 

alternating blocks in total. The order of trials was randomised for each participant, and the 564 

participants were randomly assigned one of the two alternating block sequences.  565 

Questionnaires. Following the experiment, participants completed various personality 566 

measures. We administered the agreeableness section of the HEXACO Personality Inventory-567 

Revised (HEXACO)59, a brief set of self-report measures for political orientation60, the Social 568 

Dominance Orientation scale (SDO)61, the Consequentialist Thinking Scale (CTS)62, and 569 

basic demographic measures. We will analyse and report the questionnaire results in a 570 

separate publication. 571 

Experiment Feedback and Instruction Checks. Participants were instructed to 572 

respond as quickly and accurately as possible and always give a response. If they failed to do 573 

so within the 3 s time limit, they were presented with feedback at the end of that trial advising 574 

which response was missing (or both) and to “please make sure you always respond”. Two 575 

types of attention-checks were also dispersed throughout the experiment. In one, participants 576 

were required to report the values seen in the current trial; that is, the amounts that the 577 
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Decision-maker and/or the Receiver had given. Participants responded by entering this value 578 

into number keys on the keyboard. For the second attention-check participants had to report, 579 

via button press, whether the Receiver in the current trial was an Old Receiver or New 580 

Receiver. Participants were instructed that both these attention-check trials would occur at 581 

random times during the experiment. 582 

Statistical Analyses  583 

Regression Analysis. RTs for the first moral judgement were modelled with the 584 

Generalised Linear Mixed Models (GLMMs) approach which is a form regression suitable 585 

for hierarchical data (e.g. data of multiple individuals in several conditions) that is not 586 

normally distributed. Invalid trials (i.e. trials without any response) were excluded from all 587 

the analyses (0.72% of all trials in Experiment 1, and 1.17% in Experiment 2). GLMMs are 588 

superior to the common practice of transforming data before applying an ordinary-least-589 

square linear mixed model63. GLMMs were specified as follows: An identity link was used 590 

because it assumes that RTs are direct measures of the duration of the decision process, rather 591 

than functional transformations of this duration63. A gamma distribution was used as the 592 

conditional distribution as it provided a good empirical fit to the data. Moreover, gamma-593 

distributed GLMMs have been used in numerous RT studies with similar tasks64–67. Lastly, 594 

random effects were included in the model to account for individual differences.  595 

We compared a list of theoretically plausible candidate models which were derived 596 

with an increasingly complex random effects structure, as shown in Supplement 1 Table S1. 597 

For each random effect structure, a model was fit both with and without a fixed interaction 598 

parameter. For all models, the random effects were allowed to correlate; that is, the model 599 

had an unstructured variance-covariance matrix. Model parameters were estimated using 600 

maximum likelihood estimation via the Laplace approximation, implemented with the 601 

glmmTMB package68 in the R statistical programming environment (version 3.6.1). We 602 
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selected the best fitting model using the Akaike Information Criterion (AIC). AIC was 603 

preferred over the likelihood ratio test, because not all compared models were nested, and 604 

because, unlike the likelihood ratio test, the AIC method helps prevent overfitting69. AIC was 605 

also preferred over the Bayesian Information Criterion70 because it was unlikely that any of 606 

our candidate models are the true model, which better agreed with the assumptions of AIC71. 607 

Akaike weights72 were calculated for all candidate models as a means to quantify the relative 608 

merits of the competing models, and the degree to which one model should be preferred over 609 

the others. Confidence intervals (and where necessary, p values) for fixed effects were 610 

calculated for most models using Wald’s z method73. The fixed parameter effects from the 611 

best fitting model, and their 95% confidence intervals, were then used to test our hypotheses.  612 

Diffusion Decision Model Fitting. Participants’ RT and decision data were fit in the 613 

Python 3.6 programming environment on a High Performance Computing Cluster74, using the 614 

Hierarchical Drift Diffusion Model (HDDM) package75. This package implements a 615 

hierarchical Bayesian Markov Chain Monte Carlo (MCMC) estimation of the DDM with four 616 

free parameters (a, v, z, and t). HDDM estimates these parameters for each individual, as well 617 

as at the group level (which are the estimates we report in this publication). This analysis was 618 

not preregistered, but was run separately for Experiment 1 and Experiment 2 samples 619 

allowing us to assess whether the findings replicated across samples. Estimation procedure 620 

implemented in the HDDM package was chosen as it outperforms other estimation 621 

techniques and can accurately recover model parameters based on a small number of 622 

observations per participant, especially for participant sample sizes larger than 2075. Since the 623 

DDM is sensitive to outliers, it is recommended to devise exclusion criteria that ensure that 624 

some of the contaminant RTs are excluded whilst ensuring that criteria do not exclude larger 625 

portions of the data (e.g., more than 1%)76. We conservatively excluded trials in which 626 

reaction time was faster than 0.2 s (0.05% of valid trials in Experiment 1 and 0.27% of valid 627 
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trials in Experiment 2), and slower than 2.8 s (0.37% of valid trials in Experiment 1 and 628 

0.37% of valid trials in Experiment 2). The DDM was designed for binary decisions (e.g., 629 

“good” versus “bad”), which means that in order to model our data using the DDM, we 630 

simplified our data by collapsing across “very good” and “good” responses (good judgement) 631 

and across “very bad” and “bad” responses (bad judgement). We formulated two models to 632 

address our hypotheses: m0 – the null model which assumes no difference between 633 

conditions when estimating DDM parameters; m1 – the hypothesised model, in which 634 

parameter a was allowed to vary across two expectancy conditions (acontext-expectant and ano-635 

context), and parameter v was allowed to vary across the range of values of Decision-Maker’s 636 

offers (v0-11). For our Bayesian parameter estimation we used the default non-informative 637 

priors in the HDDM package75. This is the recommended option for novel tasks that are 638 

substantially different from typical perceptual decision-making paradigms prominent in the 639 

DDM literature75. We obtained parameter estimates by generating a chain of 2500 MCMC 640 

samples of the joint Bayesian probability posterior distributions of all parameters at both 641 

participant and population level, and discarding the first 500 samples (as recommended in ref 642 

75). We evaluated chain convergence using Gelman-Rubin diagnostic over five repeated 643 

chains (R�<1.1 for all parameters and at all levels across Experiment 1 and Experiment 2). 644 

The two models – our theoretically plausible m1 and the null model m0 – were compared 645 

using the Deviance Information Criterion (DIC) goodness of fit measure, which penalises for 646 

model complexity. Additionally, we also assessed goodness of fit by performing the posterior 647 

predictive check procedure, by which we generated simulated data based on posteriors 648 

estimates and compared it to empirically observed data (Supplement 2 Figures S8-10). After 649 

establishing that the m1 model outperformed the null model and provided an excellent fit for 650 

our data, we tested our specific hypothesis regarding a, v and z parameters by directly 651 
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comparing the Bayesian probability posteriors generated by the above-described MCMC 652 

procedure. 653 

Data Availability 654 

Data of all participants, materials including the instructions and the task code, as well as the 655 

analyses scripts that support the findings of this study are publicly available on an Open 656 

Science Framework (OSF) repository (DOI: 10.17605/OSF.IO/EPD63). 657 
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Supplement 1: Regression Analysis (GLMMs) 841 

Model Fitting 842 

Comparison of AICs across six candidate models (described in Table S1) in Experiment 1 843 

showed the best model fit for model 5 (see Table S2). This was replicated in Experiment 2. 844 

AIC weights for the winning model indicated that the probability that it is the best model of 845 

the whole candidate set is very high (95.1% chance for Experiment 1 and 99.9% chance for 846 

Experiment 2). These model comparisons suggest there was no interaction effect in the data. 847 

Further, even in models that included the interaction as a fixed effect (e.g., models 2 and 4), 848 

this effect was not significant across two samples. Finally, the Nakagawa conditional R2 for 849 

the winning model indicates random and fixed predictor variables explain a high portion of 850 

variance in the model (35.7% in Experiment 1 and 31.8% in Experiment 2). Nakagawa 851 

marginal R2 indicates that a notable portion of model variance is explained by the fixed 852 

predictor variables (4.9% in Experiment 1 and 7.9% in Experiment 2). 853 

The winning model can be mathematically described as follows: 854 

������ | ��	
���� ,  ���������  

� ��� � ���� � ���� � ������	
���� � ���� � ������������   

RT�� | DMgave�� ,  RCtype�� ~ '
((
���RT�� | DMgave�� ,  RCtype����, )� 

where:  855 

 * � trial 

 . � participant  

)

� dispersion parameter, which remains constant for different �1���� 2��	
����,  ��������3 

��� ~ N�0,  6�
�� 

��� ~ 7�0,  6�
�� 

��� ~ 7�0,  6�
�� 

 856 

That is, the best fitting model had random participant-level effects for the intercept (����, 857 

DMgave ����� and RCtype �����; and fixed trial-level effects for the intercept �����, DMgave 858 

����� and RCtype �����. Analysis of the fixed effects estimates shows that there was a 859 

significant negative effect for Decision-maker offer and a significant positive effect for 860 

context-expectancy (Table S2). Table S3 lists the random-effects structure of the model.  861 
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Other models were also evaluated and compared to ensure that the parameter estimates in this 862 

model were robust to assumption violations, and not a mere artefact of our choice of 863 

conditional distribution and link function (i.e. a gamma conditional distribution and identity 864 

link function). The fixed effect parameters and their standard errors are approximately equal 865 

when a log link function was used (Table S4). Similarly, even using a gaussian conditional 866 

distribution (i.e. an ordinary linear mixed model) yields similar fixed effects results (Table 867 

S5). These analyses showed that results remain similar regardless of the exact methodology 868 

utilised. 869 

 870 
Table S1. Fixed and random effects included in each candidate generalised linear mixed 871 

model. 872 

 873 

Candidate 
Model 

Random effects included  Fixed effects included 

Intercept DM 
offer 

Expectancy 
Condition 

 
Intercept DM 

offer 
Expectancy 
Condition Interaction 

1 x    x x x  
2 x    x x x x 
3 x x   x x x  
4 x x   x x x x 
5 x x x  x x x  
6 x x x  x x x x 
Note. DM = Decision-maker. 
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Table S2. Model comparison table of all candidate models across two studies (interleaved and blocked). 874 

Experi
ment 

Candidate 
Model 

Random effects 
included 

Fixed effects (with 95% Confidence Interval) Model fit statistics Nagakawa R2 

Intercept DM offer RC type Interaction AIC AICw 
Conditi
onal 

Margi
nal 

1 1 Intercept 
1.363* 
 [1.309, 1.418] 

-0.025* 
[-0.027, -0.023] 

0.025* 
[0.013, 0.037] 

NA 10769.96 .000 .335 .047 

1 2 Intercept 
1.359* 
[1.304, 1.415] 

-0.024* 
 [-0.027, -0.022] 

0.033* 
[0.009, 0.058] 

-0.001 
[-0.005, 0.002] 

10771.38 .000 .335 .047 

1 3 Intercept and DM offer 
1.366* 
[1.307, 1.425] 

-0.026* 
[-0.031, -0.021] 

0.025* 
[0.013, 0.037] 

NA 10600.50 .033 .355 .048 

1 4 Intercept and DM offer 
1.363* 
[1.303, 1.422] 

-0.025* 
[-0.030, -0.020] 

0.032* 
[0.007, 0.056] 

-0.001 
[-0.005, 0.003] 

10602.12 .015 .355 .049 

1 5 
Intercept, DM offer, 
and RC type 

1.367* 
[1.307, 1.427] 

-0.026* 
[-0.031, -0.021] 

0.023* 
[0.005, 0.041] 

NA 10593.80 .951 .357 .049 

1 6 
Intercept, DM offer, 
and RC type 

1.363* 
[1.303, 1.424] 

-0.025* 
[-0.030, -0.020] 

0.029* 
[0.005, 0.055] 

-0.001 
[-0.005, 0.003] 

Convergence 
Problems. 

.355 .048 

2 1 Intercept 
1.320* 
 [1.269, 1.371] 

-0.029* 
[-0.031, -0.027] 

0.135* 
[0.121, 0.148] 

NA 13224.68 .000 .303 .083 

2 2 Intercept 
1.321* 
 [1.269, 1.373] 

-0.029* 
[-0.032, -0.026] 

0.133* 
[0.105, 0.160] 

-0.001 
[-0.004, 0.005] 

13226.65 .000 .303 .083 

2 3 Intercept and DM offer 
1.314* 
 [1.266, 1.361] 

-0.028* 
[-0.031, -0.024] 

0.134* 
[0.121, 0.147] 

NA 13180.36 .000 .304 .078 

2 4 Intercept and DM offer 
1.314* 
 [1.266, 1.363] 

-0.028* 
[-0.032, -0.024] 

0.132* 
[0.105, 0.160] 

-0.001 
[-0.004, 0.005] 

13182.34 .004 .304 .078 

2 5 
Intercept, DM offer, 
and RC type 

1.312* 
[1.264, 1.359] 

-0.028* 
[-0.031, -0.024] 

0.138* 
[0.110, 0.165] 

NA 13079.58 .999 .318 .079 

2 6 
Intercept, DM offer, 
and RC type 

1.313* 
 [1.267, 1.359] 

-0.028* 
[-0.031, -0.025] 

0.135* 
[0.099, 0.172] 

-0.001 
[-0.004, 0.005] 

Convergence 
Problems. 

.312 .079 

Note. AIC = Akaike Information Criterion. AICw = AIC weight. DM offer = Decision-maker offer. RC type = Receiver type (i.e., 875 

contextual-expectancy condition) dummy coded as 1 = Old Receiver (Context-expectant condition) and 0 = New Receiver (Context-876 

not-expectant condition). Interaction = interaction effect between DM offer and RC type. Significant predictors that do not cross zero 877 

are marked with ‘*’. 878 
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Table S3. Random effects structure, and confidence intervals thereof, for the best fitting 879 

model, across two studies. 880 

Experiment Random Effect 
Standard 
Deviation 

Confidence Interval Correlations 

2.5% 97.5% Intercept 
DM 
offer 

1 Intercept 0.221 0.182 0.27 
1 Decision-maker offer 0.017 0.014 0.022 -0.399 
1 Context-expectancy 0.047 0.031 0.071 -0.273 0.089 
2 Intercept 0.172 0.14 0.211   
2 Decision-maker offer 0.011 0.008 0.015 0.046  
2 Context-expectancy 0.093 0.073 0.119 -0.099 0.096 
  Note. DM offer = Decision-maker offer. 881 

 882 

Table S4. Fixed effects estimates and random effects structure for an alternative version of 883 

the winning model based on gaussian distribution with a log link function. 884 

  Fixed Effects Random Effects 

Experiment  Estimate 
Confidence 
Interval p 

Standard 
Deviation 

Correlations 

2.5% 97.5% Intercept DM offer 

1 Intercept 0.296 1.251 1.341 .001 0.166   

1 
Decision-
maker offer -0.020 -0.024 -0.016 .001 0.013 -0.426  

1 Context-
expectancy 

0.021 0.005 0.037 .008 0.043 -0.567 -0.090 

2 Intercept 0.249 1.213 1.285 .001 0.132   

2 
Decision-
maker offer -0.021 -0.024 -0.018 .001 0.010 0.009  

2 Context-
expectancy 

0.111 0.088 0.135 .001 0.077 -0.597 -0.188 

 885 
  886 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 28, 2021. ; https://doi.org/10.1101/2021.01.27.427353doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.27.427353
http://creativecommons.org/licenses/by/4.0/


43 
 
 

 

 

 

Table S5. Fixed effects estimates and random effects structure for an alternative version of 887 

the winning model based on gaussian distribution with an identity link function. 888 

  Fixed Effects Random Effects 

Experiment  Estimate 
Confidence 
Interval p 

Standard 
Deviation 

Correlations 

2.5% 97.5% Intercept DM offer 

1 Intercept 1.362 1.302 1.421 .001 0.219   

1 
Decision-
maker offer 

-0.025 -0.03 -0.02 .001 0.017 -0.574  

1 Context-
expectancy 

0.024 0.005 0.044 .016 0.054 -0.520 -0.004 

2 Intercept 1.301 1.255 1.347 .001 0.169   

2 
Decision-
maker offer 

-0.026 -0.029 -0.022 .001 0.011 -0.249  

2 
Context-
expectancy 

0.138 0.109 0.166 .001 0.095 -0.395 -0.107 

 889 
 890 
 891 
 892 
 893 

 894 
Figure S1. Diagnostic plot of model raw conditional residuals (y axis) by model predicted 895 

value (x axis). Note that increasing residual raw variance (heteroscedasticity) is expected for 896 

gamma models as the variance increases with the mean of the distribution.  897 
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 899 
Figure S2. Diagnostic plot of model raw marginal residuals (y axis) by model predicted 900 

value (x axis). Note that increasing residual raw variance (heteroscedasticity) is expected for 901 

gamma models as the variance increases with the mean of the distribution.  902 

 903 
 904 

905 

 906 
Figure S3. Diagnostic plots comparing the intercept random effect of the best-fitting RT 907 

model to a normal distribution, showing that the model assumptions are upheld. 908 

  909 

Experiment 2 (Blocked) Experiment 1 (Interleaved) 
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  910 

 911 
 912 

Figure S4. Diagnostic plots comparing the Decision-maker offer random effect of the best-913 

fitting RT model to a normal distribution, showing that the model assumptions are upheld.  914 

 915 
 916 
Model Simulations 917 

Figures S5-7 show how data simulated from our best-fitting model structure compare to the 918 

observed data at various levels of aggregation – experiment, context-expectancy, condition, 919 

and offer magnitude condition. 920 

 921 

Figure S5. Comparison of observed RT data with data simulated from model structure at 922 

aggregate level. 923 

Experiment 2 (Blocked) Experiment 1 (Interleaved) 
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 924 

Figure S6. Comparison of observed RT data with data simulated from model structure, 925 

faceted by contextual-information condition.  926 
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 928 

Figure S7. Comparison of observed RT data with data simulated from model structure, 929 

faceted by contextual-information condition and Decision-maker offer.   930 
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Supplement 2: Diffusion Decision Model  932 

Model Simulations 933 

Figures S8-10 show how data simulated from the two version of the fitted Diffusion Decision 934 

Models (DDM) using the Posterior Probability Check procedure compare to empirical data. 935 

 936 

 937 

Figure S8. Comparison of empirical judgement data with data simulated by the PPC 938 

procedure from the hypothesised Diffusion Decision Model. Error bars depict the SEM. 939 
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940 
Figure S9. Comparison of empirical RT quantiles with data simulated by the PPC procedure 941 

from the hypothesised Diffusion Decision Model.  942 

943 
Figure S10. Comparison of the observed RT quantiles and RT quantiles from a dataset 944 
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simulated by the PPC procedure from two fitted Diffusion Decision Models. Error bars depict 945 

the SEM. The hypothesised m1 model approximates the quantile structure of RT better than 946 

the null m0 model.  947 
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