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Abstract

Fine-mapping is an analytical step to perform causal prioritization of the polymorphic variants on a trait-
associated genomic region observed from genome-wide association studies (GWAS). The prioritization of
causal variants can be challenging due to the linkage disequilibrium (LD) patterns among hundreds to
thousands of polymorphisms associated with a trait. We propose a novel `0 graph norm shrinkage algorithm
to select causal variants from dense LD blocks consisting of highly correlated SNPs that may not be proximal
or contiguous. We extract dense LD blocks and perform regression shrinkage to calculate a prioritization
score to select a parsimonious set of causal variants. Our approach is computationally efficient and allows
performing fine-mapping on thousands of polymorphisms. We demonstrate its application using a large
UK Biobank (UKBB) sample related to nicotine addiction. Our results suggest that polymorphic variances
in both neighboring and distant variants can be consolidated into dense blocks of highly correlated loci.
Simulations were used to evaluate and compare the performance of our method and existing fine-mapping
algorithms. The results demonstrated that our method outperformed comparable fine-mapping methods with
increased sensitivity and reduced false-positive error rate regarding causal variant selection. The application
of this method to smoking severity trait in UKBB sample replicated previously reported loci and suggested
the causal prioritization of genetic effects on nicotine dependency.

Key words: `0 graph norm shrinkage, fine-mapping, GWAS, linkage disequilibrium, nicotine addiction,
regression shrinkage
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Author summary

Disentangling the complex linkage disequilibrium (LD) pattern and selecting the underlying causal variants
have been a long-term challenge for genetic fine-mapping. We find that the LD pattern within GWAS loci
is intrinsically organized in delicate graph topological structures, which can be effectively learned by our
novel `0 graph norm shrinkage algorithm. The extracted LD graph structure is critical for causal variant
selection. Moreover, our method is less constrained by the width of GWAS loci and thus can fine-map a
massive number of correlated SNPs.

1 Introduction 1

Genome-wide association studies (GWAS) became the main tool to understand associations between genetic 2

variants and complex biological traits such as nicotine addiction [1–4]. Many genetic loci have been discovered 3

and replicated to be associated with nicotine and smoking traits [2, 3, 5, 6]; however, even replicated loci 4

may differ from the causal variants due to linkage disequilibrium (LD) among proximal and distant loci. 5

Specifically, non-causal variants can be in association with a trait due to the high correlation with the causal 6

variants due to LD [4,7, 8]. Hence, the post-hoc examination of trait association results is required to select 7

the likely causal variants from these that are associated with the trait due to LD effects. Fine-mapping 8

algorithms can prioritize the likely causal variants by accounting for a complex LD structure and thus provide 9

more insights into the underlying biological mechanism of the trait [4, 8]. 10

The variance of a polygenic trait can be associated with hundreds to thousands of SNPs, and a fine- 11

mapping step aims to prioritize causal variants among all the genetic variants detected by GWAS [4]. From a 12

statistical perspective, genetic fine-mapping is a variable selection procedure that identifies a parsimonious 13

set of variants from a large number of correlated SNPs. Both regression shrinkage and Bayesian methods 14

have been developed to implement genetic fine-mapping. Regression shrinkage methods such as least absolute 15

shrinkage and selection operator (LASSO) and elastic net (ENET) have been applied; however, these methods 16

suffer from a negative bias that leads to missed causal variants based on simulation studies [9, 10]. Bayesian 17

fine-mapping methods select causal variants by estimating the probability that an SNP is included as causal 18

in the model according to the posterior inclusion probability (PIP) [11,12]. Yet, the computational cost of the 19

Bayesian methods can grow exponentially with the length of the genomic region and, therefore, impractical 20

for large sets (> 1000) [4, 11,12]. 21

An accurate fine-mapping model requires exact knowledge of the LD pattern among the SNPs within a 22

GWAS locus [4, 7, 8, 13, 14]. Generally, the LD pattern refers to two aspects: i) the local aspect, pairwise LD 23

scores between SNPs which are directly available, and ii) the global aspect, the (latent) network topological 24

structure (e.g., the community structure) of the LD matrix. A large body of literature on multivariate 25

statistics has shown that the accuracy of variable selection relies on the accurate knowledge of the network 26

structure of the dependence between predictors [14–19]. However, the network structure of the LD pattern 27

measured using the commonly used haplotype block methods cannot accurately reveal the latent network 28

structure of the LD pattern. Specifically, the pairwise correlations among the SNPs within a haplotype block 29

are not distinguishable from those outside blocks, which poorly characterizes the underlying LD network 30

structure [20–22]. The obscure LD structure limits the accuracy of fine-mapping models [14]. To fill this gap, 31

we propose a `0 graph norm shrinkage approach to reorganize haplotype blocks into sets of dense LD blocks 32

consisting of highly correlated neighboring SNPs. ‘Dense’ refers to the proportion of high LD scores (r2 > 0.8) 33

between SNP pairs in the block is high (> 90%) [23]. Both the covariance matrix of SNPs and the network 34

topology can be accurately estimated given the extracted dense LD block structure and then incorporated 35

into the causal variant selection procedure. Here, we show that our approach improves the accuracy of 36
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fine-mapping versus approaches using haplotype block-based LD patterns (see details in subsection 2.1 and 37

section 4). 38

We evaluated our fine-mapping approach with dense LD block using simulation studies and by replicating 39

findings on the genetics of nicotine addiction using a large and inclusive UK biobank sample. The simulation 40

results show that it can effectively improve the sensitivity and false-positive error rate in the causal variant 41

selection by improving variable selection accuracy with dense LD structure [24–27]. We applied this approach 42

in UKBB sample to focus on a gene cluster on chromosome 15 centered around IREB2, CHRNA3, CHRNA5, 43

CHRNB4, HYKK, and PSMA4 genes that is associated with smoking severity measured as with a cigarettes 44

per day – CPD trait [28–31]. Our fine-mapping analysis prioritized 93 variants with high statistical significance 45

(p < 10−50), and most of them having large effect sizes (> 0.75). These causal variants reside across the 46

genes in a highly correlated (average r2 ≈ 0.89) LD block. This leads to a systematic and multi-gene causal 47

variant selection process, which may further our understanding of the underlying genetic mechanism for a 48

complex trait. 49

2 Methods 50

2.1 Background and Motivation 51

2.1.1 Background 52

We focus on a GWAS locus with a trait for a study cohort. Denote Xn×p for the p SNPs in the GWAS locus 53

for n participants, and Yn×1 for a scalar trait. We let Rp×p represent the LD matrix, which can be obtained 54

from the pre-calculated public depository or empirical estimation. The genetic fine-mapping aims to identify 55

a small set of SNPs (e.g., q < p SNPs) associated with the trait while accounting for the Rp×p. Since it is 56

well-known that the variable selection procedure is influenced by the knowledge of the network structure of 57

Rp×p, we then demonstrate the rationale of choosing dense LD over traditional haplotype block. 58

2.1.2 Motivation: dense LD block vs. haplotype block for causal variant selection. 59

We start with demonstrating the input LD matrix Rp×p in a GWAS locus from a data example in Fig 1(A) 60

(see the details for data and materials in section 4). The LD matrix includes 1733 SNPs, which are correlated 61

and exhibit an organized and latent network structure. Next, we show the revealed network structure by 62

a haplotype block and dense LD block detection algorithms in Fig 1(B). Note, the detected LD network 63

structure determines the order of SNPs in the dense LD structure. Clearly, the pairwise correlations between 64

SNPs in a dense block are much higher than pairwise correlations between SNPs in a haplotype block. This is 65

well-aligned with the fact that the LD score tends to increase between a pair of SNPs as their physical distance 66

decreases, but the trend is neither linear nor monotone (see Fig 2). Therefore, it is sound to reorganize the 67

order of SNPs based on their LD network structure regardless of their physical locations for the purpose of 68

variable selection. 69

We further examine whether the LD pattern is related to the causal variant selection by jointly demon- 70

strating the Manhattan plots and the LD pattern plots. In Fig 1(C), we note the statistical inference results 71

of SNPs in a dense LD block are much more correlated than those in a haplotype block. For example, the red, 72

blue, black colored SNPs are from three dense blocks. Although they are physically apart across multiple 73

haplotype blocks, their statistical inference results are highly clustered. In other words, the variable selection 74

can take into account the dense LD block structure to improve fine-mapping accuracy. We introduce our 75

method to detect and exploit dense LD blocks for fine-mapping in the rest of this section and show the 76

advantages of this strategy in sections 3 and 4. We also note that only the statistical inference results of SNPs 77
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Physical position

Reordered SNPs by dense blocksPhysical position

Reordered SNPs by dense blocks

C

Reordered SNPs by dense blocks

Haplotype block Dense block

Fig 1. Manhattan plots and heatmaps before and after LD pattern detection via GSLD. (A)
shows the raw heatmap of the genomic region. (B) shows the heatmaps of haplotype block (left) and dense
block (right) learned from (A). (C) shows the Manhattan plots with SNPs ordered by haplotype block (left)
and dense block (right). The vertical lines in the Manhattan plots indicate the block boundaries. The plots
on the left list the SNPs in their natural physical position. On the contrary, the plots on the right reorder
the SNPs based on rankings obtained from the LD pattern detection via `0 graph norm shrinkage. SNPs are
colored along with their block ID. The blue rectangle highlights an example of SNPs with distinct levels of
trait associations, having moderate correlation (r2) ranging from 0.4 to 0.6, which are assigned to two
different blocks.

in a dense LD block are coherent, while SNPs in a loosely correlated block show a large variety. Therefore, 78

we are motivated to develop algorithms to detect dense LD blocks and the according fine-mapping procedure. 79

2.2 Detect dense LD blocks via `0 graph norm shrinkage 80

Let R denote the LD score matrix for the wide genomic region, where each entry 0 ≤ rij ≤ 1 represents 81

the LD score between SNPs i and j (1 ≤ i < j ≤ n). Let G = {V,E} be a graph notation for the LD 82
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A B

100

Physical Distance (PD) in Kb Physical Distance (PD) in Kb

Fig 2. LD decay (in Kb) plot. A) displays the pairwise correlation (r2) of all SNPs pairs in the selected
region from CPD data. The zoom plot in B) shows relationship of r2 and physical distance of pairs of SNPs
within PD = 100 Kb and shows non-monotonic and nonlinear pattern.

Natural order Relisted order

Identify the 
genomic 
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dense LD 
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LD structure 
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variant 
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Genome-wise Final results

SNPs 
selected

Fig 3. Overview of GSLD Procedures. A genomic region selected based on genome-wide analysis
results is passed to GSLD fine-mapping following two steps: i) detect the LD structure of SNPs, and ii) select
SNPs based on the SNPs data and the LD structure.

pattern, where the vertice/node set V represents the n SNPs (|V | = n) in the genomic region of interest, and 83

the edge set E indicates the levels of LD between the n alleles (|E| = n× (n− 1)/2). T (G)) is the latent 84

graph topology of the LD patterns which elucidates the assignment of nodes and edges into subgraphs {Gc} 85

(Gc = {Vc, E + c}) such that G = ∪Cc=0Gc. Specifically, we assume that G is composed by subgraphs {Gc} of 86
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three categories: i) a set of dense LD blocks where all within block SNPs are highly correlated, ii) interactions 87

between these blocks (i.e., edges with medium LD scores connecting dense blocks), and iii) the rest of the 88

graph G0. We aim to extract the dense LD blocks which can further guide the causal variant selection. 89

Given the three categories of subgraphs in G, we let an entry rij follow a marginal mixture distribution 90

that rij ∼
∑
πkfk(θk), where πk is the proportion for a mixture component k (k = 1, · · · ,K), and fk(θk) is 91

corresponding distribution (e.g., beta distribution) with the parameters θk. We assume that edges within 92

dense blocks belong to a mixture component, interactions between blocks constitute K−2 mixture components, 93

and edges from the rest of graph form a mixture component. We write the mixture distribution as: 94

rij |(δij = k) ∼ fk(θk),

δij = h(eij ; T (G)) =


1, if i ∈ Gc, j ∈ Gc, and Gc is a dense LD block

2, · · · ,K, if eij ∈ Gc, and Gc is between-block interconnection

0, otherwise,

∀eij , eij
T (G)−−−→ Gc;∀vi, vi

T (G)−−−→ Gc,

s.t. the T (G) constraint for E,

(1)

where δij is an indicator variable assigning an edge to a mixture component which is determined by T (G)) 95

through a function h. We also have E(rij |δij = 1) > E(rij |δij = k, k > 1) > E(rij |δij = 0). The LD graph 96

structure based mixture model is distinct from the conventional mixture model because we cannot freely 97

assign an edge rij to any mixture component. For example, given a dense LD block Gc, we have {eij ∈ Gc 98

and eik ∈ Gc} ⇒ ejk ∈ Gc. Therefore, the estimating methods including EM and nonparametric Bayes 99

models may not be directly applicable. 100

We consider the latent graph topological structure T (G) as the key parameter of the LD graph structure 101

based mixture model because estimating θk(k > 2) is straightforward given T (G). Although K is unknown 102

in our infinite mixture model, it can also be estimated by the likelihood principle with a given T (G). For the 103

purpose of fine mapping, our primary goal is to detect dense LD blocks while prohibiting false-positive edges 104

(with medium LD scores) being included in the blocks. 105

To link the underlying dense LD blocks with the input data Rn×n, we introduce a matrix U = {uij}1≤i,j≤n 106

obtained by thresholding Rn×n: 107

uij =

{
rij , if δij = 1;

0, otherwise.
(2)

Then, our new objective function is:

arg max
C,{Gc}

log ‖U‖1 − τ0 log ‖U‖0, (3)

where ‖U‖0 =
∑
i,j I(|uij | > 0) is the element-wise `0 matrix norm (i.e., graph (size) norm), ‖U‖1 =

∑
i,j |uij | 108

is the element-wise `1 matrix norm, and 0 < τ0 < 1 is a tuning parameter. We maximize ‖U‖1 to assign 109

a maximal number of high LD score edges into dense blocks with high sensitivity. In the meanwhile, we 110

penalize the `0 graph norm ‖U‖0 to prohibit including false-positive and medium LD score edges into blocks. 111

For example, assigning one false-positive SNP into a dense block comes with a high of greatly increasing the 112

‖U‖0 term, which is against our objective function. Note that δij = 1, only if eij ∈ Gc and Gc is a dense LD 113

block. Therefore, we regulate the size of each dense block to ensure the low false-positive rate. The tuning 114
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parameter τ0 controls the level of parsimony. In general, larger τ0 leads to more dense yet smaller sized LD 115

blocks. In practice, we can optimize τ0 based on the likelihood function of the mixture model as follows: 116

`(θk, T̂τ0(G)) =
∑
i<j

log{
K∑
c=0

fk(wij ;θk)I(h(eij ; T̂τ0(G) = k)}. (4)

By implementing the `0 graph norm shrinkage, we can accurately recognize the underlying dense LD 117

blocks which can guide our causal variant selection. In practice, the direct optimization of Eq 3 is NP 118

(nondeterministic polynomial time) complex and resort to the computationally affordable algorithm (see the 119

appendix for details). 120

2.3 Causal variant selection based on dense LD blocks 121

Penalized regression is one of the popular approaches for fine-mapping, which jointly analyze multiple variants 122

in a region. However, popular variable selection models like LASSO and ENET tend to randomly select single 123

variants when those variants are highly correlated with adjacent SNPs [24,25,27,32]. Recently, fused-LASSO, 124

a structured regularization method, has been developed to encourage similarity within a group of variables 125

while retaining the overall sparsity [24,25,27,32]. This method naturally suitable for fine-mapping for the 126

purpose of utilizing dense LD blocks in casual variant selection. Our newly developed method, GSLD, is 127

built on top of the advances in penalized regression shrinkage, accounting for the structural patterns found in 128

LD matrix. Based on the estimated dense LD block obtained according to Eq 3 and Eq 4, we then use the 129

graph guided fused-LASSO, integrating the objective function as: 130

β̂ = argmin
β∈Rn

1

2

S∑
s=1

(ys − xTs β)2 + λ
∑
δij=1

|βi − βj |+ γ · λ
n∑
i=1

|βi|, (5)

where Y = {y1, y2, ..., yS}, s = 1, 2, ..., S are the phenotype for S subjects in our data, xs = {xs,1, xs,2, ..., xs,n}T ∈131

(0, 1, 2), i < j = 1, 2, ..., n are the n genotypes of the sth subject, and β = {β1, · · · , βn} represents the 132

phenotype-genotype associations. The graph object converted from adjacency matrix was passed as term 133

|βi − βj | for regulation. λ and γ are the regulation parameters that control the weight of penalty terms in 134

Eq 5. The regulation becomes a pure fusion of the coefficient vector beta when γ = 0; otherwise, a non-zero 135

γ introduces a ratio of sparsity to terms |βi| and |βi − βj |, corresponding to the sparsity of coefficients and 136

the sparsity of their differences, respectively. Given the difference between coefficients, fused-LASSO does 137

not only provide shrinkage on single coefficients but also fuses some consecutive variables to have equal 138

coefficients with each other; therefore, fused-LASSO imposes a similarity between correlated features and 139

achieves a group-wise selection of variables. Further details for implementing the objective function can be 140

found elsewhere [24,25,27]. 141

In summary, GSLD can select causal variants based on the detected LD patterns. Since the `0 graph 142

norm shrinkage is applicable for a broad genomic region, GSLD can evaluate thousands of SNPs by treating 143

them as a single fine-mapping region. This advantage provides universal consideration for all SNPs in the 144

entire genomic region, accounting for their correlations. Accordingly, this approach can improve the causal 145

variant selection in many applications. We demonstrate the performance of our method using a data example 146

and extensive simulations. 147
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3 Results 148

We applied our method to UK Biobank (UKBB) data to investigate the genetic factors for nicotine addiction 149

[33]. 150

3.1 UKBB data 151

UKBB database is an international resource that provides abundant health information, including genetic 152

data of 500,000 volunteer participants [33]. We focus on investigating the association between genetic factors 153

and nicotine addiction by GWAS, using cigarettes per day (CPD). CPD is one of the traits that have been 154

used to evaluate the phenotype-genotype associations for nicotine addiction and smoking behavior [18,33], 155

and it was defined using three data fields from UKBB (see S1 Appendix for the detailed definition). We 156

restricted our study cohort to Caucasian current and previous smokers that consists of 142,752 participants. 157

The age of the participants ranged from 40 to 72, involving 74,061 males and 68,691 females. GWAS was 158

first carried out to identify a genomic region of interest, which contains SNPs having strong significant 159

phenotype-genotype associations and requires fine-mapping for extensive causal variant selection. The results 160

showed that a genomic region on chromosome 15 (15:78,700,000 to 79,230,000) had the strongest signal for 161

CPD (see S1 Appendix for the genome-wide Manhattan plot). These loci coincided with the well-known 162

cluster of genes IREB2, CHRNA3, CHRNA5, CHRNB4, HYKK, and PSMA4 that have been discussed in 163

several GWASs [28–31]. To further identify causal variants, we applied our fine-mapping approach for an 164

in-depth evaluation of this genomic region, covering 5.3 Mb and 1733 SNPs. 165

3.2 Results by Dense LD Block 166

We implemented the GSLD to assess the effect of 1733 SNPs on CPD by following the two-step procedure. As 167

shown in Fig 4, GSLD detected 68 dense blocks based on the LD matrix obtained via PLINK of the selected 168

genomic region [34]. The block detection performance of GSLD was stable since the block structure is almost 169

invariant to the tuning parameter. While integrating the LD structure characterizing by dense LD blocks, 170

GSLD selected 93 SNPs for CPD through analyzing the joint effect of multiple SNPs using graph-guided 171

regression shrinkage. The results are visually presented in Fig 4. Owing to the cluster-wise penalty term 172

(Eq 5), we identified 3 clusters (i.e., the 18th, 37th, and 41st blocks) of causal variants instead of individual 173

SNPs. Among the 93 chosen SNPs, 81 SNPs are from the 18th block. The 37th and 41st blocks have 10 and 2 174

SNPs, respectively. Although the 12 SNPs are partitioned into different blocks, some of them are from genes 175

IREB2 and MORF4L1, which are functionally related to smoking-associated diseases and behaviors [29,35]. 176

Additionally, 78 of the 93 SNPs have published gene information [36,37]. Many of them are located in the 177

well-known gene cluster related to smoking-associated diseases and behaviors [30]. These SNPs are shown in 178

different colors in Fig 4. Among the 15 SNPs without published gene information, 3 SNPs (1 in the 18th 179

block and 2 in the 37th block) have been discovered as associated SNPs for smoking cessation and chronic 180

obstructive pulmonary disease (COPD) [38–40]. These findings are encouraging as similar results of these 181

genes have been replicated across studies, including some investigations based on UKBB data [7,28–31,41,42]. 182

Further investigations are needed to discover the potential hidden functional mechanisms for the associations 183

between smoking and the SNPs without published knowledge. 184

Moreover, we found that the SNPs in the same block are highly correlated with each other, although 185

they come from different genes. In some cases, high LD could be observed between SNPs though they are 186

physically distant. An example that well demonstrates the high LD between physically distant SNPs were 187

identified in the selected 18th block (see Fig 4). Three SNPs on chromosome 15 (rs10519203 (in HYKK), 188

rs8042849 (in HYKK), and rs72743158 (in CHRNB4)) have high LD scores (r2 > 0.78) with each other, yet 189
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one of them has a physical distance (PD) greater than 100 Kb with the others. Previous work suggested that 190

these SNPs might harbor shared causal variants that explain the local GWAS and expression quantitative 191

trait loci (eQTL) signals associated with COPD [43]. They may jointly affect the expression of candidate 192

COPD genes; nonetheless, given their physical positions, they could be placed into different haplotype blocks 193

using existing methods. On the contrary, our `0 graph norm shrinkage algorithm captured their pairwise 194

correlations and assigned them to the same dense LD block despite the large distance. 195

Interestingly, aside from the strong pairwise correlation, SNPs within a dense LD block have similar effect 196

sizes and statistical significance (see the volcano plot in Fig 4), which can be explained both mathematically 197

and biologically. Given the dense blocks, these variants potentially would inherit together due to evolutionary 198

forces, such as natural selection, recombination, and genetic drift. And they are likely related to each other 199

concerning biological functions. Additionally, we applied other fine-mapping methods, including LASSO and 200

ENET, for CPD [9,10]. Bayesian models are not used because this genomic region is overwhelmingly vast and 201

requires extensive computational capability. The fine-mapping results of LASSO and ENET are summarized 202

in Fig 5. LASSO and ENET only identified 14 causal variants since they did not utilize LD patterns in the 203

variable selection algorithms, yielding lower accuracy, especially sensitivity. The causal variants were sparsely 204

distributed in the studied genomic region. 205

4 Simulations 206

4.1 Synthetic Data 207

We implemented simulation studies to evaluate the performance of GSLD. We first generated genotype 208

data using the SNP simulation tool HAPGEN2, mimicking the LD pattern as the HapMap3 and 1000 209

Genomes Project [44]. The LD matrix was then acquired using PLINK based on the simulated genotypes [45]. 210

Specifically, we focused on a genomic region including 1000 SNPs on chromosome 15, with the physical 211

position starting from 78,700,000 to 79,230,000 bp. For a subject s, we denote the simulated vector of 212

genotype data as xs, where s = 1, · · · , S and S = 500. Next, we simulated phenotype data based on the 213

genotype data and causal variant related parameters based on a regression model: 214

ys = xTs β + εs, ε ∼ N (0, σ2), (6)

where ys is phenotype, βn×1 is a vector of parameters reflecting the genotype- phenotype association, and εs 215

is the residual following a normal distribution with a zero mean and variance σ2. We consider βn×1 as our 216

primary parameters of interest since our goal is to accurately recover the true phenotype-genotype association 217

β̂n×1 based on Y and x. In light of the patterns of genotype-phenotype associations from empirical GWASs, 218

we set the causal variants based on the dense LD blocks. Let the parameter for SNP i βi = b|i ∈ G1 or G2 219

where G1 and G2 are two dense LD blocks and b is the effect size, and βi = 0 otherwise. We set three settings 220

of the effect size b = 0.6, 0.8, 1 and repeated the above procedure 100 times for each setting. 221

In the simulation, the tuning parameters were selected based on sensitivity and specificity across 100 222

repeated analyses. For comparison, we also applied the commonly used fine-mapping models based on penalized 223

regression shrinkage methods (LASSO and ENET) and Bayesian methods (PAINTOR and JAM) [46–49]. We 224

exploited the maximum computational capacity (i.e., using the maximum length of the genomic region and 225

number of causal variant candidates) to select causal variants via Bayesian methods. Note that the width of 226

the genomic region and the number of causal variants may be constrained in many Bayesian fine-mapping 227

models. The performance of GSLD and the comparable methods was evaluated at the end of the simulation. 228
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Reordered SNPs by dense blocks

Fig 4. Results of GSLD for CPD. The Manhattan plot shows the SNPs excluded in grey and highlights
the selected SNPs in other colors. The SNPs are colored according to the genes they are located in. The
horizontal dashed line (at − log10 (p-value) = 8) corresponds to the commonly used genome-wide significance
level (p-value = 5× 10−8). The block IDs of selected SNPs are shown on top of the plot. The volcano plot
shows that SNPs in the selected blocks, 18th, 37th, and 41st, are gathered relatively closed, indicating similar
trait associations within a block regarding p-values and effect sizes. The arrows point out three SNPs
(rs10519203 (in HYKK), rs8042849 (in HYKK), and rs72743158 (in CHRNB4)) with strong correlations. One
of them has large physical distances with the others whilst their correlations are strong (rs72743158 and
rs10519203: r2 = 0.80, PD = 112Kb; rs72743158 and rs8042849: r2 = 0.78, PD = 108Kb; rs10519203 and
rs8042849: r2 = 0.97, PD = 3.9Kb), indicating that high LD can occur in both neighboring and distant loci.
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Fig 5. Selected SNPs for CPD via LASSO and ENET. The Manhattan plots show the SNPs
excluded in grey and highlight the selected SNPs in other colors. A and B reveal the results of LASSO and
ENET, respectively. SNPs are aligned in the relisted order from GSLD. The horizontal dashed line (at
− log10 (p-value) = 8) corresponds to the genome-wide significance level (p-value = 5× 10−8).

4.1.1 Benchmark and evaluation criteria 229

We evaluated the performance of GSLD and comparable methods based on the accuracy of causal variant 230

selection, and the results are summarized in Table 1. Specifically, the sensitivity and specificity are calculated 231

as 232

Sensitivity =

∑n
i I(β̂i > 0)I(βi > 0)∑n

i I(βi > 0)
,

Specificity =

∑n
i I(β̂i = 0)I(βi = 0)∑n

i I(βi = 0)
.

(7)
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4.2 Simulation analysis results 233

Motivated by our data example and many GWASs, we consider all SNPs in a dense LD block as causal 234

variants, rather than selecting a few causal variants and treating others as correlated SNPs. Under this 235

setting, our method outperforms the comparable methods regarding sensitivity and specificity. The sensitivity 236

of GSLD is higher than competing methods because it is built on the accurately learned LD graph topological 237

patterns and selects causal variants systematically. The sensitivity of Bayesian methods are lower due to the 238

constraint for the number of causal variants. When the genomic region is wide, regression shrinkage models 239

seem more suited. 240

Table 1. Summary of performance for various methods in the simulation.

Beta GSLD LASSO ENET PAINTOR JAM*
0.6 Sensitivity 1.0000(0.0000) 0.7607(0.0058) 0.8128(0.0055) 0.1012(0.0011) 0.5332(0.0051)

Specificity 0.9563(0.0009) 0.9167(0.0029) 0.9152(0.0022) 0.9151(0.0002) 0.8175(0.0048)
0.8 Sensitivity 1.0000(0.0000) 0.6826(0.0065) 0.7340(0.0053) 0.0978(0.0002) 0.4380(0.0052)

Specificity 0.9561(0.0003) 0.8693(0.0040) 0.8576(0.0029) 0.9155(0.0002) 0.8498(0.0032)
1 Sensitivity 1.0000(0.0000) 0.7991(0.0051) 0.8388(0.0047) 0.0983(0.0004) 0.4203(0.0065)

Specificity 0.9485(0.0003) 0.8891(0.0028) 0.8689(0.0023) 0.9158(0.0002) 0.8592(0.0035)
The table reports mean (standard error) of 100 simulation.
JAM*: 243 SNPs are used to calculate the sensitivity and specificity calculation here due to SNP size limitation.

5 Discussion 241

We have developed a novel fine-mapping method to identify causal variants while incorporating the LD 242

structure based on dense LD blocks for a genomic region. This method innovatively characterizes the complex 243

LD matrix by detecting blocks with condensed correlations to assist causal variant selection. When high 244

LD occurs between distant SNPs, our method becomes exceptionally beneficial as it can fine-map the whole 245

region without separating it into subregions. Overall, when assessing up to thousands of SNPs, our method 246

offers comprehensive genomic information in mapping causal variants while maintaining efficient computation. 247

Our fine-mapping approach is the first to explore the latent structure of the input LD matrix fully. In 248

order to obtain the hidden information, we carry out detection based on the `0 graph norm shrinkage to 249

discover dense LD blocks. This algorithm is fundamentally different from traditional clustering and the 250

community detection method used in haplotype block detection. The difference is due to the LD detection 251

in GSLD that only assigns highly correlated SNPs into the same block without following their physical 252

order. In contrast, existing methods often partition SNPs into blocks following the physical order yet cannot 253

guarantee the denseness of their matrices. Our results demonstrate the importance of detecting groups 254

of SNPs having strong correlations, showing its critical role in the fine-mapping analysis. In other words, 255

detecting the dense blocks is analogous to discover a set of SNPs having similar effect sizes and statistical 256

significance. Based on the dense LD blocks, GSLD tends to select a set of causal variants block-wise as 257

it aggregates SNPs with similar trait associations (e.g., chosen SNPs for CPD are mainly from the 18th 258

block) but may not be physically closed. Hence, these SNPs could come from different genes. As mentioned 259

above, GSLD can hardly discriminate a few causal variants from others in the same block, treating them as 260

non-causal variants. In this situation, the classification between causal and non-causal variants can be further 261

made with additional information, such as utilizing the knowledge from eQTL. Prior biological knowledge of 262

their functional annotation (e.g., ENCODE) and downstream regulatory mechanism (e.g., eQTL) can be 263
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incorporated to prioritize causal variants and distinguish them from non-causal variants. Alternatively, the 264

Bayesian fine-mapping approaches can be applied to each dense block for causal variant selection based on 265

the posterior inclusion criteria. 266

By contrast with GSLD, traditional penalized regression shrinkage methods (e.g., LASSO and ENET) 267

tend to select a few SNPs. It is unsurprising since they naturally shrink most coefficients among highly 268

correlated variables, leaving a few SNPs with strong marginal trait associations. Both the application and 269

simulation results exhibit the outstanding performance of GSLD in fine-mapping of a genomic region covering 270

thousands of SNPs, comparing to LASSO and ENET. Moreover, due to the exhausting computational 271

challenge, we could implement fine-mapping in a limited number of SNPs and consequently selected fewer 272

SNPs via Bayesian. Although SNPs can be partitioned into different groups based on their LD patterns and 273

reduce the dimension of data and computation time, the fine-mapping would only be implemented localized 274

within a subregion. Accordingly, the model loses the comprehensive information across genes of the whole 275

mapping region, ignoring the strong correlations among distant SNPs. Nevertheless, Bayesian fine-mapping 276

would be efficient when the studied region is narrower. Therefore, when one needs to fine-map the entire 277

genomic region, it is difficult to successfully select causal variants via traditional regression shrinkage and 278

Bayesian fine-mapping methods. 279

To the best of our knowledge, our paper is the first to demonstrate the intrinsic LD patterns in dense 280

blocks, and more importantly, that SNPs in a dense block can come from different genes yet be uniformly 281

associated with the phenotype. In our approach, we want to emphasize that the SNPs assigned to the same 282

block all have strong correlations; though, they are not necessarily physically contiguous (see plots of dense 283

block in Fig 1). In future research, we plan to investigate biological knowledge about the functional links 284

across genes potentially related to human traits. 285

In conclusion, we provide a new fine-mapping toolkit for a genomic region with a wide range. Based on 286

the proposed objective function (Eq 3), our `0 graph norm shrinkage method can effectively capture the 287

latent structure and characterize the LD matrix by dense LD blocks for a genomic region. The LD structure 288

coincides with the pattern of associations between SNPs and a phenotype; therefore, the dense structure can 289

guide causal variant selection. Our simulation studies have demonstrated improved performance of GSLD 290

regarding the accuracy of causal variant selection. The UKBB nicotine addiction study further shows that 291

our method can extract causal variants in dense blocks with large effect sizes and small p-values. We also 292

notice that the computational cost of GSLD is modest, and it can be applied to a variety of phenotypes 293

(e.g., complex diseases) simultaneously. Therefore, the recent advances in graph-guided statistical models can 294

beneficially assist in improving fine-mapping in genetic research. 295
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Supporting Materials

S1 Appendix. Information of cigarettes per day (CPD) from UK Biobank
CPD was defined as the average number of cigarettes smoked per day by participants who were either

current or past smokers and combined the data from UKBB fields 2887 (number of cigarettes previously
smoked daily), 3456 (number of cigarettes currently smoked daily), and 6183 (number of cigarettes previously
smoked daily (current cigar/pipe smokers) [33]. We recoded values smaller than 1 to 0 and constrained
extreme values larger than 60 to 60; otherwise, we kept the original values as reported in UKBB. The final
analysis included 142,752 participants aged from 40 to 72, involving 74,061 males and 68,691 females who
had genetic data available in UKBB.

S1 Fig. Genome-wide Manhattan plot and the genomic region of interest for cigarettes per
day (CPD) Genome-wide analysis was performed to evaluate the associations between SNPs and CPD.
The inclusive criteria, involving minor allele frequency (MAF) > 0.01, Hardy-Weinberg equilibrium (HWE)
> 0.001, missingness per marker (GENO) > 0.05, and missingness per individual (MIND) > 0.02, were
used for filtration in GWAS. We identified a region with extraordinarily strong association in chromosome
15 (circled in the Manhattan plot). In the zoom plot of chromosome 15, we see that the SNPs colored in
light blue have extremely high − log10(p-value) between 78,700,000 and 79,230,000 bp. Therefore, we further
explored the potential causal variants of the 1733 SNPs within this region and CPD via GSLD and compared
the selection performance with other fine-mapping methods.
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S2 Appendix. Optimization of the objective function.
The optimization of the objective function (1) is implemented by exhaustive search for C and estimating

Û at each C. With a given C,

arg max
Û=∪C

c=1Ûc

log ||Û||1 − λ0 log ||Û||0

= arg max
Û=∪C

c=1Ûc

log
( ||Û||1
||Û||λ0

0

)
.
= arg max

Û=∪C
c=1Ûc

f(Û)
(8)

By default λ0 = 0.5 reflects balanced covering quality and quantity of true positive edges, and the objective
function arg max

Û=∪C
c=1Ûc

f(Û) then becomes the well-known problem of k dense subgraph discovery, where f(·) is

the density function. The problem has been solved in polynomial time by Goldberg’s min-cut algorithm [50]
and a greedy algorithm with 1/2 approximation by [51]. In addition, the default topological community
structure can be considered as quasi-cliques and the problem can be solved by additive approximation
algorithms and local-search heuristics [52]. Alternatively, with the mild spatially-invariant assumptions that
E(wij |eij)∈Gc

|Ec| = ρ1,∀c, 0 ≤ c ≤ C, and
E(wij |i∈Vc,j∈Vc′ )

|Vc||Vc′ |
= ρ0,∀c, 0 ≤ c ≤ C the primary objective function is

equivalent to

arg min
Û=∪C

c=1Ûc

log

∑C
c=1

∑
i<j(wij |eij /∈ Gc)

[
∑C
c=1

∑
i<j I(eij /∈ Gc)]

.
= arg min

Û=∪C
c=1Ûc

log

C∑
c=1

∑
i<j(wij |eij /∈ Gc)

|Vc|
,with spatially invariant ρ0

(9)

Although the objective function (9) is not convex, the issue of local optima in the discrete optimization can
be solved by restarting the algorithm several times with different initialization and/or through orthonormal
transforms [53,54]. The proposed algorithm may better extract multiple weighted dense subgraphs (with an
unknown number and unknown sizes of dense subgraphs) than the existing algorithms of dense subgraph
discovery [34]. We then choose the optimal C∗ by grid searching that maximizes the following criteria:

arg max
C∗

(∑C∗

c=1

∑
i<j(wi,j |ei,j ∈ Gc)∑C∗

c=1 |Ec|

)τ0  C∗∑
c=1

∑
i<j

(wi,j |ei,j ∈ Gc)

1−τ0

. (10)

The criteria (10) can be directly derived from our primary objective function that

log(
∑C∗

c=1

∑
i<j(wi,j |ei,j ∈ Gc)) − τ0 log ||U||0. The first term in (10) indicates the ‘quality’ (the

area density) of the extracted subgraphs, while the second term represents the ‘quantity’ of edges covered by
the subgraphs. C∗ is selected with optimal quality and quantity in terms of covering informative edges. λ0
can be tuned to either extract subgraphs with higher area density (i.e., low false-positive rates) or covering
more high-weight edges using subgraphs with larger sizes (i.e., low false-negative rates). In general, C∗

selection is robust for τ0 in the range of 0.4 to 0.7.
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S2 Fig. Comparison to the existing LD block detection method and corresponding fine-
mapping results. We compare our dense LD block detection method with the cutting edge LD block
detection method. The LD matrix in the figure shows the detected blocks by Big-LD [55]. Clearly, the
eight Big-LD detected blocks are are much wider and sparse than the dense blocks from GSLD. Applying
the Big-LD blocks to fused-LASSO, we select almost all SNPs regardless of the effect sizes, which may
be misleading. The non-selected SNPs are colored in grey, and the selected SNPs are highlighted with
corresponding genes (i.e., IREB2, CHRNA3, CHRNA5, CHRNB4, HYKK, and PSMA4).

Physical position
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