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Abstract

Although combination antiretoviral therapies seem to be effective at controlling HIV-1
infections regardless of the viral subtype, there is increasing evidence for
subtype-specific drug resistance mutations. The order and rates at which resistance
mutations accumulate in different subtypes also remain poorly understood. Here, we
present a methodology for the comparison of mutational pathways in different HIV-1
subtypes, based on Hidden Conjunctive Bayesian Networks (H-CBN), a probabilistic
model for inferring mutational pathways from cross-sectional genotype data. We
introduce a Monte Carlo sampling scheme for learning H-CBN models on a large
number of resistance mutations and develop a statistical test to assess differences in the
inferred mutational pathways between two groups. We apply this method to the
temporal progression of mutations conferring resistance to the protease inhibitor
lopinavir in a large cross-sectional data set of South African individuals living with
HIV-1 subtype C, as well as a genotype data set of subtype B infections derived from
the Stanford HIV Drug Resistance Database and the Swiss HIV Cohort Study. We find
strong support for different initial mutational events in the protease, namely at residue
46 in subtype B and at residue 82 in subtype C. Our results also show that mutations
can accumulate along various alternative paths within subtypes, as opposed to a unique
total temporal ordering. Furthermore, the maximum likelihood mutational networks for
subtypes B and C share only 7 edges (Jaccard distance 0.802) and imply many different
evolutionary pathways. Beyond HIV drug resistance, the statistical methodology is
applicable more generally for the comparison of inferred mutational pathways between
any two groups.
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Author summary

There is a disparity in the distribution of infections by HIV-1 subtype in the world.
Subtype B is predominant in America, Western Europe and Australia, and most
therapeutic strategies are based on research and clinical studies on this subtype.
However, non-B subtypes represent the majority of global HIV-1 infections; e.g.,
subtype C alone accounts for nearly half of all HIV-1 infections. We present a statistical
framework enabling the comparison of patterns of accumulating mutations in different
HIV-1 subtypes. Specifically, we study lopinavir resistance pathways in HIV-1 subtypes
B versus C, but the methodology can be generally applied to compare the temporal
ordering of genetic events in different subgroups.

Introduction 1

The emergence of drug resistant viral strains, a process driven by the evolutionary 2

escape dynamics of HIV-1, limits the success of antiretroviral therapies. Today, HIV-1 3

infections are clinically manageable by using two or more antiretroviral drugs together, 4

a treatment strategy known as combination antiretroviral therapy (cART) [1]. However, 5

when viral replication is inadequately suppressed, the virus may acquire mutations 6

which confer resistance to cART, and the regimen must be replaced [2]. A better 7

understanding of the underlying evolutionary process leading to resistance is believed to 8

be crucial for predicting therapy outcome [3–5] and designing effective therapy 9

sequences [6]. 10

Mutational pathways of HIV-1 under the selective pressure of several antiretroviral 11

drugs have been studied by sequencing the viral genome derived from patients over the 12

course of treatment [7–12]. However, such longitudinal data are not available for most 13

antiretroviral therapies. To leverage information from large cohorts and cross-sectional 14

studies, different statistical models have been proposed to investigate mutational 15

pathways leading to drug resistance. These approaches include several probabilistic 16

graphical models, such as Markov processes [13]; a Markov model incorporating 17

information from phylogenetic trees [4]; mutagenetic trees [3, 14]; Bayesian 18

networks [15–19]; discrete and continuous-time Conjunctive Bayesian Networks 19

(CBN) [20,21]; and Suppes-Bayes Causal Networks (SBCN) [22]; as well as a Cox 20

proportional-hazards model which is used to identify pairs of resistance mutations, in 21

which one mutation alters the hazard of the other one [6]. 22

Most of the aforementioned methods have been applied to study the accumulation of 23

drug resistance mutations in HIV-1 subtype B infections. As an exception, Deforche et 24

al. [15, 16] combined observations from various subtypes to investigate dependencies 25

among resistance mutation and polymorphisms using Bayesian networks. The inferred 26

network was used to explain the lower prevalence of protease mutation 30N in subtypes 27

G and A as compared to subtype B through an interaction with the polymorphic locus 28

89L/M. Indeed, there is increasing evidence of differences in mutation profiles and 29

evolutionary rates among subtypes [23–29], but implications on the order of 30

accumulating mutations have not been systematically addressed. Here, we investigate 31

the rate and order of accumulation of drug resistance mutations in different HIV-1 32

subtypes. Specifically, we compare mutational pathways to lopinavir resistance in HIV-1 33

subtypes B versus C. Although HIV-1 subtype B is the best studied and most prevalent 34

subtype in Europe and North America, subtype C alone accounts for nearly half of all 35

HIV infections worldwide [30]. It is therefore important to understand whether the 36

evolution of drug resistance in subtype C proceeds in a similar fashion as for subtype B. 37

We use the Hidden Conjunctive Bayesian Network (H-CBN) [31], an extension of the 38

continuous-time Conjunctive Bayesian Network (CT-CBN) accounting for noisy 39
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genotypes, to infer lopinavir mutational pathways in HIV-1 subtypes B and C. The 40

CT-CBN model encodes constraints on the temporal ordering among mutations by 41

assuming that the occurrence of genetic events can depend on the occurrence of 42

predecessors. While in tree-based models the number of direct predecessors is 43

constrained to be at most one, this assumption is relaxed in the CT-CBN model, where 44

multiple predecessors are allowed. The partial order among mutations is inferred from 45

observed viral genotypes. However, because genotyping is error-prone, two different 46

error models have been proposed for the CT-CBN [21,31]. 47

First, Beerenwinkel et al. [21] used a mixture model with two components to 48

distinguish signal from noise. This model has been applied to learn mutational 49

pathways in HIV under different selective pressures. The data sets originally analyzed 50

included at most nine resistance mutations, but Montazari et al. [32] presented a Monte 51

Carlo expectation-maximization algorithm for parameter estimation of the mixture 52

model with hundreds of mutations. The mixture error model has, yet, several 53

limitations. Every genotype that violates the ordering constraints is assumed to occur 54

with equal probability regardless of, e.g., the number of violations. Moreover, as the 55

number of mutations increases the chance of obtaining an error-free genotype decreases 56

rapidly. For instance, with a 1% per locus error rate and 64 mutations, we expect only 57

around 53% of the genotypes to be correct. The mutation network is, however, inferred 58

exclusively from the portion of the data assigned to the signal component of the mixture 59

model, which can quickly result in a large portion of the data being discarded. 60

Second, in their H-CBN extension of the CT-CBN, Gerstung et al. [31] introduced 61

latent variables to explicitly model the noisy observation process, which is 62

parameterized by a per-locus error rate. In contrast to the mixture model, genetic 63

events that apparently violate the ordering constraints can be explained by the latent 64

variables, and the assumption that all violations are equally likely is relaxed. Moreover, 65

instead of using only compatible genotypes to infer the maximum likelihood network as 66

in the mixture model, the H-CBN uses all observed genotypes in a weighted fashion. 67

Inference of the H-CBN model has been implemented via maximum likelihood 68

estimation, but the time complexity of the likelihood computation is exponential in the 69

number of mutations. In practice, computation quickly becomes impractical as the 70

number of genetic events grows beyond 14 mutations. 71

Here, we take advantage of the improved error model of the H-CBN, but address its 72

limitation regarding scalability in the number of mutations by employing an 73

approximation scheme for the estimation of model parameters. We assess the 74

performance of our method on simulated data and compare it to the original H-CBN 75

method. Furthermore, we incorporate an adaptive simulated annealing algorithm to 76

infer the maximum likelihood mutational network from the data, including different 77

moves to explore the discrete space of networks. The resulting model and inference 78

methods, called H-CBN2, are implemented as part of the MC-CBN R-package available 79

at https://github.com/cbg-ethz/MC-CBN. 80

We use the H-CBN2 method to infer evolutionary pathways to lopinavir resistance in 81

HIV-1 subtypes B and C confirming previous knowledge on frequently observed 82

patterns of resistance-conferring mutations in response to lopinavir treatment [33,34]. 83

We also devise a statistical test to assess the similarity between two CBN models, which 84

is available at https://github.com/cbg-ethz/H-CBN2-comparison-test. When applied to 85

subtypes B versus C, we find significant differences in their mutational pathways. 86

Methods 87

We first recapitulate the probabilistic graphical model underlying this work, the H-CBN. 88

Second, we introduce a new parameter inference method for the H-CBN model, as well 89
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as an improved structure learning algorithm based on adaptive simulated annealing. 90

Third, we develop a statistical test to assess structural differences between two CBN 91

models. 92

Hidden Conjunctive Bayesian network 93

CBNs are probabilistic graphical models, in which a directed acyclic graph (DAG) 94

represents the order in which genetic events may accumulate [20]. In the CT-CBN, the 95

time between genetic events is modeled by independent exponential distributions [21]. 96

The H-CBN extends the CT-CBN model by introducing hidden variables to model the 97

error-prone observational process [31]. 98

Formally, the CT-CBN is defined by a partially ordered set (poset) of genetic events, 99

or mutations, and a rate for each mutation to occur. A poset (P,≺) consists of a set P 100

of size p = |P | and a binary relation ≺. The relation l ≺ k indicates that mutation l 101

must take place before k. Further, a relation l ≺ k is a cover relation if l ≺ z ≺ k 102

implies z = l or z = k. Drawing a directed edge from node l to node k for every cover 103

relation l ≺ k yields a DAG which is transitively reduced and uniquely represents the 104

poset (Fig 1A). It is therefore sufficient to consider transitively reduced DAGs only. 105

A genotype is a subset of genetic events of P , represented by a binary vector 106

x = (x1, . . . , xp), where xj = 1 indicates that mutation j has occurred. A genotype x is 107

called compatible with the poset P if (xl, xk) 6= (0, 1) for all cover relations l ≺ k. The 108

collection of all genotypes compatible with P is the space of all feasible mutational 109

patterns, and it is denoted by J(P ) (Fig 1B). 110

Fig 1. A partially ordered set of p = 4 mutations. A The hidden variable Tj is
the waiting time to mutation j, and edges between mutation times encode the temporal
ordering constraints among mutations. The hidden variable Xj represents the true
binary mutation status, whereas Yj denotes the corresponding error-prone binary
observation. B The genotype lattice J(P ) consists of eight genotypes compatible with
the poset. The lattice encodes all possible pathways from the wild-type (0,0,0,0) to the
fully mutated type (1,1,1,1).

A
T1 T4

T3 T2

X1 X3 X2 X4

Y1 Y3 Y2 Y4

Ts

B
(0, 0, 0, 0)

(1, 0, 0, 0) (0, 0, 0, 1)

(1, 0, 1, 0) (1, 0, 0, 1)

(1, 0, 1, 1) (1, 1, 0, 1)

(1, 1, 1, 1)

λ1 λ4

λ3 λ4 λ1

λ4 λ3 λ2

λ2 λ3

The waiting time to each mutation j is represented by a random variable Tj . Their 111

joint distribution is defined recursively as 112

Tj ∼ Zj + max
u∈ pa(j)

Tu, Zj ∼ Exp(λj), (1)

where pa(j) denotes the set of parents of j in the DAG, i.e., the set of mutations which 113

precede mutation j. The random variable Zj is exponentially distributed with rate λj 114
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and accounts for the time elapsed for generating and fixating mutation j, after its 115

predecessors have occurred. The probability density of Tj conditioned on the times to 116

mutation of its parents pa(j) is defined as 117

fT
(
tj | (tu)u∈ pa(j);λj

)
= λj exp

[
−λj(tj − max

u∈ pa(j)
tu)

]
I(tj ≥ max

u∈ pa(j)
tu), (2)

where the indicator function I encodes the ordering constraints of the poset. That is, 118

the density function is zero if a mutation occurs before any of its predecessors. 119

The time at which every individual mutation emerges is generally unknown. Instead, 120

patients are monitored with certain regularity, and oftentimes when the viral load 121

increases, the virus population is sequenced. The sampling time is generally also 122

unknown and typically differs among patients. To account for this uncertainty, an 123

exponentially distributed random variable Ts ∼ Exp(λs) is introduced. Hence, the 124

observed data is censored, and a mutation j occurred if and only if its waiting time tj 125

was smaller than the sampling time ts, i.e., xj = 1 if tj < ts and xj = 0 otherwise. The 126

model is not identifiable as long as the rate λs is unknown. Therefore, unless known, 127

this scaling factor is set to λs = 1 [21,31]. 128

There is another hidden process, namely the generation of viral genotype data. To 129

account for false positives and false negatives, a variable Y is introduced in the H-CBN 130

model to denote the observed genotype, an error-bearing version of the true genotype 131

X [31] (Fig 1A). Assuming errors are independent and identically distributed across 132

mutations, the probability of observing genotype Y given the true underlying genotype 133

X is 134

Pr (Y |X) = εdH(X,Y ) (1− ε)p−dH(X,Y )
, (3)

where ε is the per-locus error probability and dH is the Hamming distance. 135

The likelihood function for N independent, observed genotypes 136

Y = (Y (1), . . . , Y (N)) is 137

LY (λ, ε, P ) =
N∏

i=1

Pr
(
Y (i);λ, ε, P

)
, (4)

where λ = (λ1, . . . , λp) and the probability of each observed genotype Y (i) is 138

Pr
(
Y (i);λ, ε, P

)
=

∑

X∈J(P )

Pr
(
Y (i)

∣∣∣X
)

Pr (X; λ, ε, P ) . (5)

The probability of the true genotype X is defined in terms of the waiting times as 139

discussed above, 140

Pr (X; λ, ε, P ) =

∫

Rp+1
≥0




p∏

j=1

fZ (zj ;λj)


 fZ (zs;λs) I (z, zs ` X) dz, (6)

where the indicator function I encodes mutation times that can give rise to genotype X, 141

i.e., z, zs ` X, zj = tj −maxu∈ pa(j) tu (j = 1, . . . , p), and 142

fZ (zj ;λj) = fT
(
tj | (tu)u∈ pa(j);λj

)
. Henceforth, we also set z = (z1, . . . , zp, zs). 143

Parameter estimation via Monte Carlo Expectation 144

Maximization 145

Owing to censoring of mutation times and unobserved true genotypes, the Expectation 146

Maximization algorithm (EM) has been previously used to obtain maximum likelihood 147
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estimates of model parameters ε and λj , j = 1, . . . , p [31]. To address the limitation on 148

the scalability in the number of mutations, we develop a Monte Carlo Expectation 149

Maximization algorithm (MCEM) to jointly estimate the error rate (ε) and the 150

conditional evolutionary rate parameters (λj , j = 1, . . . , p) for a given poset P . 151

In the expectation step (E step) of the MCEM algorithm, we estimate the expected 152

value of the complete-data log-likelihood `X ,Z,Y, (λ, ε) with respect to the current 153

conditional distribution of the hidden data (i.e., the unobserved true genotypes 154

X = (X(1), . . . , X(N)) and mutation times Z = (Z(1), . . . , Z(N))), given the observed 155

genotypes Y, as well as the current estimates of the parameters λ(k) and ε(k) 156

EX ,Z|(Y,λ(k),ε(k)) [`Y,X ,Z (λ, ε)] =

∑

x(1) ∈ J(P )

· · ·
∑

x(N) ∈ J(P )

∫

Rp+1
≥0

· · ·
∫

Rp+1
≥0

N∏

i=1

fX,Z

(
x(i), z(i)

∣∣∣Y = y(i);λ(k), ε(k)
)

`Y,X ,Z (λ, ε) dz(1) · · · dz(N), (7)

where k denotes the current MCEM iteration. Assuming independent observations the 157

complete-data log-likelihood is 158

`X ,Z,Y, (λ, ε) =
N∑

i=1

[
log Pr

(
Y = y(i) |X = x(i)

)
+ log fZ

(
z(i)
)]
. (8)

Substituting Eq. (8) into Eq. (7) yields

EX ,Z|(Y,λ(k),ε(k)) [`Y,X ,Z (λ, ε)] =
N∑

i=1

∑

x(i) ∈ J(P )

∫

Rp+1
≥0

fX,Z

(
x(i), z(i)

∣∣∣Y = y(i);λ(k), ε(k)
)

[
log Pr

(
Y = y(i) |X = x(i)

)
+ log fZ

(
z(i)
)]

dz(i). (9)

According to Bayes’ theorem, 159

fX,Z

(
x, z

∣∣∣Y = y;λ(k), ε(k)
)

=
Pr
(
Y = y |X = x; ε(k)

)
fZ(z; λ(k))I (z ` X)

Pr
(
Y = y;λ(k), ε(k)

) . (10)

We denote the numerator of Eq. (10) by A(k) (x, y, z) to obtain the expected
complete-data log-likelihood

EX ,Z|(Y,λ(k),ε(k)) [`Y,X ,Z (λ, ε)] =

N∑

i=1

∑

x(i) ∈ J(P )

∫

Rp+1
≥0

A(k)
(
x(i), y(i), z(i)

)

Pr
(
Y = y(i);λ(k), ε(k)

)
[
log Pr

(
Y = y(i) |X = x(i)

)
+

log fZ

(
z(i)
)]

dz(i). (11)

For small H-CBN models, this integral has been computed by decomposing it into a
sum of integrals over all possible maximal chains in the genotype lattice [21,31].
However, the number of maximal chains is p! in the worst case, where p is the number
of mutations. Moreover, the summation over all possible genotypes in J(P ) is bounded
by the total number of unobserved true (binary) genotypes: 2p. For moderate to large
numbers of mutations, the exact computation of the expected value thus becomes
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computationally infeasible. To overcome this limitation, we approximate the expected
value (11) using importance sampling. The general idea is to generate L samples of the
unobserved true genotypes x and the mutation times z from a proposal distribution
Q(x, z). Then,

EX ,Z|(Y,λ(k),ε(k)) [`Y,X ,Z (λ, ε)] ≈

1

L

N∑

i=1

L∑

l=1

1

Q(x
(i)
l , z

(i)
l )

A(k)
(
x(i), y(i), z(i)

)

Pr
(
Y = y(i);λ(k), ε(k)

)
[
log Pr

(
Y = y(i) |X = x(i)

)
+

log fZ

(
z(i)
)]
. (12)

Intuitively, we would like to draw samples from the important region, e.g., samples that 160

are likely to have given rise to the observed data. We use two types of importance 161

sampling schemes, which we refer to as the forward and backward sampling, and 162

implement and compare several variations of them (see next subsections). 163

In the maximization step (M step), we are concerned with maximizing Eq. (11) with 164

respect to the parameters ε and λj , j = 1, . . . , p. The maximum likelihood (ML) 165

estimate ε̂ of the error rate ε is found to be the conditional expectation of the sufficient 166

statistic dH(X,Y ) obtained in the E-step, 167

ε̂(k) =
1

N

N∑

i=1

∑
x(i) ∈ J(P )

∫
Rp+1

≥0
A(k)

(
x(i), y(i), z(i)

)
1
pdH(x(i), y(i))dz(i)

∑
x(i) ∈ J(P )

∫
Rp+1

≥0
A(k)

(
x(i), y(i), z(i)

)
dz(i)

. (13)

Similarly, the ML estimate for the rate parameters λ̂j are, 168

λ̂
(k)
j =


 1

N

N∑

i=1

∑
x(i) ∈ J(P )

∫
Rp+1

≥0
A(k)

(
x(i), y(i), z(i)

)
z
(i)
j dz(i)

∑
x(i) ∈ J(P )

∫
Rp+1

≥0
A(k)

(
x(i), y(i), z(i)

)
dz(i)



−1

. (14)

The estimates can also be written more succinctly as

ε̂(k) =
1

N

N∑

i=1

EX,Z|Y,λ(k),ε(k)

[
1

p
dH(x(i), y(i))

]

[
λ̂
(k)
j

]−1
=

1

N

N∑

i=1

EX,Z|Y,λ(k),ε(k)

[
z
(i)
j

]

Forward sampling 169

Assume the rate parameters λ and the poset P are known. We generate a candidate
error-free genotype x by sampling the mutation and sampling times z = (z1, . . . , zp, ts)
from the corresponding exponential distributions as follows

zj ∼ Exp(λj), j = 1, . . . , p, ts ∼ Exp(λs).

To determine the waiting times t = (t1, . . . , tp) we set tj = zj + maxu∈ pa(j) tu. 170

Whenever, the waiting time tj for mutation j is smaller than the sampling time ts, we 171

record that the mutation j has been observed. If we do this for every mutation j, we 172

obtain a sample of an error-free genotype x = (x1, . . . , xp). We draw samples by 173

traversing the DAG in topological order to ensure that we compute tu for all u ∈ pa(j) 174

before visiting any dependent mutation j. Because we do not know the rate parameters 175
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λ, nor the poset P , in each iteration of the MCEM algorithm, we use their current 176

estimates, λ(k) and P (k). 177

For each observed genotype y(i), i = 1, . . . , N , we draw L samples using the forward 178

sampling scheme described above. A sample is a tuple of waiting times and the 179

corresponding error-free genotype. Because of the graph traversal and the loop over 180

parents, the worst-case time-complexity of the forward sampling is O(NLp2). We note 181

that the candidate hidden genotypes are generated without accounting for the observed 182

data. Alternatively, we implement a second forward sampling scheme called 183

forward-pool. In this case, for each iteration of the MCEM algorithm, we draw an initial 184

pool of K waiting times vectors (t
(l)
j , j = 1, . . . , p), with K � L, and for each observed 185

genotype, we choose a subset of L samples according to their similarity to the observed 186

genotype as explained below. For each of the waiting times samples, we first construct 187

the error-free genotype x(l) and then draw L genotypes, each with probability 188

ql =
εdH(y(i),x(l))(1− ε)p−dH(y(i),x(l))

∑K
l=1 ε

dH(y(i),x(l))(1− ε)p−dH(y(i),x(l))
. (15)

Backward sampling 189

For the backward sampling, we construct the sample of candidate error-free genotypes 190

x(l), l = 1, . . . , L, based on the observed genotype y(i) and then sample the mutation 191

times as 192

zj ∼

{
TExp(λj , 0, tj −maxu∈ pa(j) tu) if xj = 1

Exp(λj) otherwise,
(16)

where TExp is a truncated exponential distribution. Montazeri et al. [32] have used Eq. 193

(16) to generate mutation times only from the compatible genotypes while using a 194

mixture error model. Here, we extend this approach to also include sampling of the 195

hidden layer modeling the genotyping errors, which enables us to account for all the 196

observations. 197

We implement three variations of backward sampling to construct the sample of 198

candidate hidden (true) genotypes. For the first strategy, we generate the genotypes x(l) 199

by enumerating all compatible genotypes within Hamming distance k of the observed 200

genotype y(i), typically with k ≤ 3. We then draw L waiting-time vectors for each 201

candidate genotype according to Eq. (16). This sampling scheme is referred to as 202

Hamming k-neighborhood sampling. In the second strategy, we sample candidate 203

genotypes by altering individual mutations of the observed genotype using p 204

independent Bernoulli trials, one for each mutation j = 1, . . . , p, with success 205

probability equal to the current estimate of the error rate ε̂(k). We draw L candidate 206

genotypes some of which may be incompatible with the current poset P (k) and, thus, 207

obtain a zero sampling weight; i.e., they do not contribute to the estimation of the 208

model parameters. This sampling scheme is referred to as Bernoulli sampling. The third 209

approach is a two-step scheme. First, we decide uniformly at random whether to (i) 210

leave the genotype y(i) unperturbed, (ii) add, or (iii) remove a mutation. For (ii) and 211

(iii), we draw a mutation from the set of mutations that can be added or removed, 212

respectively. If we remove an event j, it is chosen with probability proportional to 213

κj = 1
λj

+ maxl∈ pa(j) κl, which corresponds to a greedy approximation of the time to 214

mutation assuming that the process is dominated by the slowest predecessor in each 215

reverse breadth-first search generation. The rationale is to remove mutations from the 216

genotype y(i) that are likely to occur at later times with higher probability. On the 217

other hand, if we add an event, it is chosen with a probability which is inversely 218

proportional to the probability of being removed. In this case, we add mutations that 219

can arise faster with higher probability. In the second step of this scheme, we ensure the 220
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genotype is compatible with the current poset P (k) by adding or removing all 221

incompatible mutations. This sampling scheme is referred to as the 222

backward-add/remove (backward-AR) sampling. 223

Evaluation of sampling schemes 224

We evaluate the accuracy of the different approximation schemes by computing the 225

probability of a genotype y(i) and comparing it to the exact solution (Eq. 5). Since 226

Pr(Y = y(i)) are the factors of the likelihood, we are assessing the accuracy of the 227

likelihood computation. We approximate the probability of genotype y(i) by drawing L 228

samples from each of the proposal distributions, 229

Pr(Y = y(i)) ≈ 1

L

L∑

l=1

Pr
(
Y = y(i)|x(i)l

)
Pr(x

(i)
l )

Q(x
(i)
l , z

(i)
l )

. (17)

Structure learning 230

Gerstung et al. [31] implemented a simulated annealing (SA) algorithm with a geometric 231

annealing schedule to infer the network structure of the H-CBN model. However, as the 232

size of the model increases, the poset search space increases rapidly (sequence A001035 233

in The On-Line Encyclopedia of Integer Sequences, https://oeis.org/A001035), and the 234

standard SA algorithm is more prone to converge to local optima and to miss globally 235

optimal or near-optimal solutions. Here, we incorporate an adaptive simulated 236

annealing (ASA) algorithm [35] to improve the efficacy of the search. As in the 237

standard SA algorithm [36], in each iteration, we propose an update P ′ of the current 238

poset P (k) and accept the new poset with probability 239

min


1, exp



−
[
`Y

(
λ̂(k), ε̂(k), P (k)

)
− `Y

(
λ̂′, ε̂′, P ′

)]

Θ(k)




 .

Conventionally, the temperature Θ is gradually reduced over iterations, initially 240

allowing the system to explore a broad region of the search space, but ultimately 241

moving exclusively towards solutions that improve the likelihood. In the ASA algorithm, 242

the cooling schedule is adjusted according to the search progress, but following the same 243

principle as before, i.e., gradually changing the temperature such that the system is able 244

to converge [37,38]. We have adopted the cooling schedule from Srivatsa et al. [39] as 245

follows. For every interval consisting of m consecutive iterations, we set the temperature 246

Θm = Θm−1 exp
((

0.5− acm−1
)
ar
)
, where am−1 is the observed acceptance rate of the 247

previous interval, ar is a custom adaptation rate, and c = − log(2)
log aideal

is a scaling factor 248

accounting for deviations from an optimal acceptance rate. Following the previous 249

work [39], the optimal acceptance rate is set to aideal = 1/p, where p is the number of 250

mutations. Moreover, the adaptation rate ar is an additional free parameter enabling to 251

further control the abruptness of temperature changes. 252

The optimization includes proposing a neighboring poset, which ultimately defines 253

how we explore the space of posets. To this end, we implement three move types: (i) 254

add or remove an edge, (ii) add an element to or remove an element from the cover 255

relations while preserving all the remaining ones, and (iii) swap node labels. When 256

adding an element to the cover relation, or equivalently an edge in the DAG, we discard 257

proposed networks which are not transitively reduced or contain cycles. 258
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Implementation 259

We collectively refer to the implementation of the methods described in the previous 260

sections as H-CBN2. It consists of the importance sampling schemes for parameter 261

inference and the adaptive simulated annealing algorithm for structure learning of the 262

H-CBN model. The code has been integrated into the MC-CBN R-package. We used 263

C++ with OpenMP and the Boost libraries to ensure computational efficiency. We also 264

employed the Vector Statistics component of the Intel Math Kernel Library (MKL) to 265

efficiently generate random numbers. 266

Statistical test for the comparison of CBN models 267

To compare two CBN models, we compare the posets using the Jaccard distance. The 268

Jaccard distance between two sets is the complement of their Jaccard index, which is 269

obtained by dividing the cardinality of the intersection by the cardinality of the union of 270

the two sets. 271

Based on this notion of distance, we develop a permutation test to assess whether 272

two given posets differ significantly from each other. Given two CBN models (e.g., 273

estimated separately for HIV-1 subtypes B and C), we compute the Jaccard distance 274

between the posets, dJ . The test quantifies how likely it is to observe the distance dJ 275

under the null hypothesis of both data sets having been generated by the same 276

underlying poset. The alternative is that the two data sets have been generated by two 277

different posets. 278

We compute the distribution of the test statistic DJ under the null hypothesis as 279

follows. We combine all genotypes from the considered groups and randomly split the 280

data into two disjoint sets S1 and S2 with N1 and N2 genotypes, respectively, where N1 281

and N2 are the sizes of the two original data sets. That is, we permute the group labels 282

of the genotypes. Then we apply H-CBN2 to infer the poset for S1 and S2 separately 283

and compute their Jaccard distance. We repeat this procedure B times and construct 284

the distribution of the test statistic DJ under the null by aggregating the computed 285

Jaccard distances (Fig 2). We assess how likely it is to observe a test statistic at least as 286

extreme as dJ under the null hypothesis by means of computing the associated p-value 287

Pr(DJ > dJ |H0) = 1− F̂(dJ) , (18)

where F̂(dJ) is the empirical cumulative distribution function, 288

F̂(dJ) =
1

B

∑

S1, S2 ∈SB

I(dJ(S1, S2) ≤ dJ), (19)

where SB = {(S1,j , S2,j) : j = 1, . . . , B}. For the comparisons, we choose a significance 289

level of 5% and perform B = 50 permutations of the group labels. 290

The code for performing this distance-based test is available at 291

https://github.com/cbg-ethz/H-CBN2-comparison-test.git. 292

Genotype data sets 293

We study lopinavir mutational pathways in three data sets: (i) a cohort of 1065 South 294

African patients living with HIV-1 subtype C retrieved from the Stanford HIV Drug 295

Resistance Database (HIVDB, File S1) [40,41], (ii) a data set of 470 sequences of 296

subtype B genotypes obtained from the HIVDB (File S2) and the Swiss HIV Cohort 297

Study (SHCS) [42,43], and (iii) a data set of 755 sequences of subtype C genotypes 298

obtained from the HIVDB excluding genotypes from South African patients contained 299

in the first data set (File S3). 300
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Fig 2. Schematic representation of the comparison of CBN models. A Data
sets D1 and D2 consist of N1 and N2 genotypes, respectively, and, in this example,
p = 4 mutations. We combined both data sets into a single one D0 with N1 +N2

genotypes. B We randomly split data set D0 into data sets S1 and S2 and we do so B
times. C For each data set, we apply the H-CBN2 approach to learn the structure of
the network and for each pair, S1 and S2, we compute the Jaccard distance. D The
empirical distribution of the test statistic is computed by aggregating the distances
between pairs S1 and S2. E We compare the inferred CBN posets from original data
sets D1 and D2 by computing the Jaccard distance and assess its significance.
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The HIVDB is a publicly available database that systematically aggregates data 301

from published studies about HIV drug resistance. The SHCS is a nation-wide, 302

prospective observational study covering approximately 75% of all treated patients in 303

September 17, 2020 11/27

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 25, 2020. ; https://doi.org/10.1101/2020.09.25.312942doi: bioRxiv preprint 

https://doi.org/10.1101/2020.09.25.312942
http://creativecommons.org/licenses/by/4.0/


Switzerland [43]. The SHCS has been approved by by the following ethical committees 304

of all participating institutions: Kantonale Ethikkommission Bern; Ethikkommission 305

beider Basel; comité d’éthique du département de médecine de Hôpitaux Universitaires 306

de Genève; commission d’éthique de la recherche clinique, Lausanne; comitato etico 307

cantonale, Bellinzona; Ethikkommission des Kanton St.Gallens; and Ethik-Kommission 308

Zürich, all Switzerland. Written informed consent has been obtained from all 309

participants. 310

Results 311

We first evaluate and compare the different importance sampling schemes implemented 312

in H-CBN2 for the scalable inference of H-CBN models in a simulation study. We then 313

apply the best performing H-CBN2 approach to investigate the accumulation of 314

lopinavir resistance-associated mutations in HIV-1 in a large South African cohort. 315

Finally, we compare the results for HIV-1 subtype C to a data set of HIV-1 subtype B 316

genotypes derived from lopinavir-treated patients and obtained from the HIVDB and 317

the SHCS. 318

Simulation study 319

We assess the quality of approximating the probability of a genotype y (Eq. 17) by the 320

H-CBN2 importance sampling schemes and compare it to the exact solution (Eq. 5). 321

For a poset with p = 16 mutations, we vary the number of samples, L, drawn from the 322

proposal distribution and find, as expected, that the accuracy of the approximation 323

improves with L (Fig S1–Fig S5). In most cases, we are able to accurately approximate 324

the likelihood of the H-CBN model (Eq. 4) with L = 1000 (relative absolute error 325

≤ 0.02, Table S1). For the forward-pool sampling, the relative absolute error of the 326

log-likelihood depends almost exclusively on the the size of the initial pool K for 327

L ≥ 10. Similarly, the approximation accuracy of the Hamming k-neighbourhood 328

sampling is primarily determined by the extent k of the considered neighborhood. 329

Assessment of importance sampling schemes on simulated data 330

We assess accuracy and runtime performance of parameter estimation using the 331

H-CBN2 sampling schemes on simulated data sets and compare it to the H-CBN 332

model [31]. We simulate data sets with three different error rates (ε = 0.01, 0.05, and 333

0.10) and various numbers of mutations (p = 4, 8, 12, 16, 32, 64, 128, and 256). For 334

each error rate and number of mutations, we generate 100 data sets with different rate 335

parameters and different transitively reduced DAGs. We draw the rate parameters λj 336

uniformly at random from the interval
[
λs

3 , 3λs
]

(λs = 1). We set the number of 337

genotypes to N = min(50 p, 1000), where the upper limit is motivated by the number of 338

genotypes available in our application, i.e., comparing mutational pathways in different 339

HIV-1 subtypes under lopinavir treatment. We use a fixed number of samples drawn 340

from the proposal distribution for each of the sampling schemes (Fig 3). We draw 341

L = 10 samples for the Hamming 3-neighborhood sampling, L = 100 samples for the 342

forward-pool sampling, and L = 1000 for the other sampling schemes. These choices are 343

motivated by the preceding results on the quality of the log-likelihood approximation 344

via importance sampling. Then, we evaluate the performance of the H-CBN2 sampling 345

schemes based on the deviation from the true value of the estimated error rate ε̂ and 346

rate parameters λ̂. To summarize results for all the different rates λ̂j , we compute the 347

relative (median) error, which is given by
median(λ̂−λ)
median(λ) . Generally, we observe that for a 348

known poset P , the estimation of the error rate and the rate parameters is accurate for 349
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small- and medium-sized posets (of up to about p = 32 mutations) under the evaluated 350

conditions in terms of N and L. For posets with up to 12 mutations, we can compare 351

results to the H-CBN model, finding that most schemes perform as well as the H-CBN. 352

Fig 3. Assessment of parameter estimation for various numbers of mutations, error rates, and posets. A Box
plots of the difference between true (ε) and estimated (ε̂) error rate (y-axis) for 100 simulated data sets for each of the

evaluated model sizes (x-axis). B Box plots of the relative median error (RME; y-axis) of the estimated rate parameters λ̂.
Different colors indicate different importance sampling schemes. The sample size is N = min(50 p, 1000) and the number of
samples drawn from the proposal distribution is set to L = 1000 unless specified otherwise. We run 100 iterations of the
Monte Carlo EM algorithm.
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When estimating the error rate ε, we observe that the forward sampling schemes 353

tend to overestimate small error rates, while the backward sampling schemes tend to 354

underestimate high error rates. In all cases, the variance of the estimated error rate 355

decreases as the number of mutations increases and, in most cases, ε̂ converges to the 356

true value. Recalling that the error rate is defined per locus, with an increase in the 357

number of mutations and in the number of genotypes, we have more power to estimate 358

ε. As an exception, the estimates obtained by the Bernoulli sampling deteriorate as the 359

number of mutations increases. This is because the fraction of incompatible genotypes 360

increases with the number of mutations and it becomes less likely to sample candidate 361

genotypes with non-zero weight (i.e., compatible with the poset). In fact, the Bernoulli 362

sampling scheme failed to provide any samples for the data sets with 5% error rate and 363

256 mutations, as well as for the data sets with 10% error rate and 128 and 256 364

mutations. 365

By contrast, the relative error in estimating the rate parameters λ increases with the 366

number of mutations. This is likely due to the bounded number of genotypes to 1000 for 367
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data sets with more than 32 mutations. For this particular constellation of sample size 368

N and number L of samples drawn from the proposal distribution, for posets with more 369

than 32 mutations the sampling schemes fall short of accurately estimating the rate 370

parameters. We also evaluate the Hamming k-neighborhood sampling for different k 371

(Fig S6 E). We observe that as the number of mutations increases, we need to expand 372

the neighborhood based on the Hamming distance for accurate estimation of the model 373

parameters. However, the run time increases substantially and becomes a limiting factor 374

for larger posets (Fig S7). Once again, the performance of the Bernoulli sampling 375

scheme declines as the number of mutations increases, and for data sets with more than 376

64 mutations, the relative median error for the rate parameters is outside the range 377

displayed in Figure 3. 378

We also assess the run time performance of various sampling schemes implemented 379

in H-CBN2 and compare to H-CBN (Fig S7). Each run corresponds to 100 iterations of 380

the MCEM or EM algorithm. We observe that H-CBN is faster than any of the 381

H-CBN2 sampling schemes for posets with up to 6 mutations. Nonetheless, in most 382

cases, we find an almost linear relationship between the number of mutations and the 383

run time of the H-CBN2 sampling schemes, whereas the H-CBN run time grows 384

exponentially with the number of mutations and is outperformed by H-CBN2 for p & 10. 385

We also observe that, for larger posets, the forward-pool sampling is slower than the 386

standard forward sampling, because the size of the pool increases with the number of 387

mutations; we set K = pL to assure accurate parameter estimates (Fig S2). As the 388

number of mutations increases, the computation time of the Hamming distance becomes 389

the limiting factor (Eq. 15). 390

The forward sampling and the backward-AR sampling perform equally well in terms 391

of accuracy of the estimated model parameters for small- and medium-sized posets, even 392

when the number L of samples drawn from the proposal distribution is set to 100 for 393

the backward-AR sampling (Fig S6 G-H). The run times of these sampling schemes 394

with L = 1000 and L = 100, respectively, are also similar. The forward and the 395

backward-AR sampling schemes thus enable performant parameter estimation for posets 396

with more than 14 mutations and up to about 32 mutations. Since we do not observe 397

any advantage in using the backward-AR sampling over the forward sampling, we 398

choose the latter for all further analyzes presented in this work. 399

Assessment of the simulated annealing algorithm on simulated data 400

So far, we assumed that the poset P is known. In the following, we evaluate the 401

performance of the H-CBN2 structure learning algorithm, which, in addition to adding 402

or removing an edge, includes new moves to propose candidate posets, as well as an 403

ASA schedule. We employ a similar approach as before: (i) draw a transitive reduced 404

DAG and parameters at random, (ii) generate a data set from the joint probability 405

distribution of the model, and (iii) infer the network structure in addition to the model 406

parameters. 407

We first compare the accuracy of the estimated model parameters when the poset P 408

is also learned. We do not observe any manifest difference in the absolute error between 409

the true and the estimated error rate (Fig S8 A), but the relative absolute error of the 410

rate parameters is marginally larger when the poset is learned in addition to the model 411

parameters, as well as the absolute error of the log-likelihood (Fig S8 B-C). 412

Next, we compare different SA strategies for structure learning. We observe a 413

notable improvement in the log-likelihood of the reconstructed network after including 414

the additional new moves (SA+) compared to a simulated annealing algorithm (SA) 415

with only addition and removal of edges (Fig 4A). Incorporating, in addition, an 416

adaptive annealing schedule yields similar performance to SA+. Similarly, the error in 417

estimation of the model parameters also decreases mostly upon including the new moves 418
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(Fig S9 A-B). We also compute the recall and precision of reconstructing the elements of 419

the cover relation and find a clear improvement of SA+ over SA (Fig 4B-C). 420

Fig 4. Evaluation of the adaptive simulated annealing algorithm on
simulated data. A Absolute error in the estimation of the log-likelihood. B Fraction
of the correctly identified elements of the cover relation over all the expected ones
(recall). C Fraction of the correctly identified elements of the cover relation over all the
recovered ones (precision). Box plots show results for 20 different transitively reduced
networks and simulated data sets with 16 mutations and an error rate of 5%. We use
the forward sampling scheme with L = 1000 samples drawn from the proposal
distribution. We fix the ideal acceptance rate to 1/p = 0.0625, and run 25,000 iterations
of the simulated annealing algorithm. The initial temperature is set to Θ0 = 50 for all
runs, and for adaptive simulated annealing, three adaptation rates are evaluated
(ar = 0.1, 0.3, 0.5). SA: simulated annealing, ASA: adaptive simulated annealing, +:
with additional new moves.
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Finally, we investigate the influence of the annealing schedule hyper-parameters, 421

such as the initial temperature and the adaptation rate (Fig S8). In general, the 422

performance of the ASA algorithm is not critically influenced by the choice of the 423

annealing hyper-parameters. Moreover, the ASA algorithm is neither better nor worse 424

than the SA+ algorithm, at least for the test cases with p = 16 mutations. Nevertheless, 425

the ASA algorithm has the conceptual advantage of adjusting the temperature 426

adaptively according to the system behaviour rather than using a fixed schedule and 427

thus may be more reliable across unknown likelihood landscapes. 428

Comparison of drug resistance-associated mutational pathways 429

in different HIV-1 subtypes under lopinavir treatment 430

We analyze viral genotypes from a cohort of 1065 South African patients living with 431

HIV-1 subtype C retrieved from the HIVDB. These patients were treated with lopinavir 432

boosted with low-dosed ritonavir. We select a subset of 21 major protease inhibitor (PI) 433

resistance mutations associated with lopinavir resistance and 15 non-polymorphic 434

accessory mutations according to the HIVDB [41] (Fig S10). We follow the convention 435

of reporting mutations relative to the amino acid sequence of the HIV-1 subtype B 436

reference strain HXB2. Among the selected loci, HIV-1 subtype C sequences typically 437

differ at residue 89 from the subtype B reference strain: instead of a leucine (L) a 438

methionine (M) is frequently observed [44]. This naturally occurring polymorphism is 439

found in 77.09% of the patient in our cohort. 440

We find 15 out of the 21 major PI mutations and 13 out of 15 non-polymorphic 441

accessory mutations in the South African cohort. The remaining unobserved mutations 442

include PI mutations G48M, I54A/L/M/T, and V82T, and non-polymorphic mutations 443

L24F and A71I. We exclude polymorphisms commonly found in wild type subtype C 444

viruses as they likely correspond to baseline mutations, but some of these are highly 445
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prevalent in the cohort—for instance, I93L (97.18%), M36I (86.95%), and K20R 446

(34.18%). Among the 1065 genotypes, 911 are wild type for the selected loci and the 447

maximum number of co-occurring mutations is eight. 448

In addition, we analyze two genotype-treatment data sets from the HIVDB 449

corresponding to HIV-1 subtype B and C genotypes. For the latter, we exclude 450

genotypes from South Africa that constitute the data set described above. All patients 451

in these data sets were treated with lopinavir or lopinavir and ritonavir but not with 452

another protease inhibitor. The data sets include 298 and 775 sequences of subtype B 453

and C genotypes, respectively. Additionally, we consider 172 HIV-1 subtype B 454

sequences of the SHCS derived from patients treated with lopinavir as the first PI. We 455

jointly analyse all 470 subtype B genotypes to mitigate the small sample size. 456

We use H-CBN2 for analyzing and comparing the accumulation of resistance 457

mutations in HIV-1 subtype B and subtype C under the selective pressure of lopinavir. 458

We employ the forward sampling scheme to learn the partial order among mutations. 459

The robustness of the network estimation is investigated by using 100 bootstrap samples 460

and the consensus networks are shown in Figs 5A and 6 (p = 20 and p = 18, 461

respectively). In the South African cohort (subtype C sequences), we identify a 462

mutation at residue 82 in the protease as an early event. The initial substitution is 463

likely to be V82A, as it is predominantly observed in the data set (Fig S10). After this 464

initial event, we find strong support for mutations at residues 10, 33, 46, 54 and 76 (Fig 465

5A). For subtype B, we find strong support for a mutation at residue 46 as an initial 466

event (Fig 6). The inferred posets can explain previously observed mutation patterns, 467

such as M46I+I54V alone or in combinations with L76V or V82A in subtype B [33], as 468

well as M46I+I54V+V82A and L10F+M46I+I54V+L76V+V82A in subtype C [34]. 469

At first glance, the subtype-specific H-CBN2 posets appear to be different. However, 470

they also share many features. We find that they have 5 cover relations in common, 471

namely, I54V ≺ L24I, I54V ≺ F53L, I54V ≺ G73S, I54V ≺ T74P, and I54V ≺ L89V. In 472

addition, in both posets mutation at residue 82 precedes G73S and T74P, and mutation 473

at residue 46 precedes K43T, F53L, T74P, and L89V either in a direct manner or 474

through an intermediary event. 475

To assess whether the two H-CBN2 posets are significantly different beyond 476

reconstruction uncertainty, we have developed a customized statistical test based on the 477

Jaccard distance between the posets. The distance between the maximum likelihood 478

posets (Fig S11 and Fig S12) is 0.802. To assess the significance of this result, we 479

compare it to the empirical distribution of pairwise distances computed between 480

reconstructed networks after randomly permuting the group labels (Fig 7). At a 481

significance level of 5%, we reject the null hypothesis that the data sets stem from the 482

same underlying poset (p-value < 0.02, Fig 7B), for p = 18 mutations. Similarly, we 483

reject the null hypothesis while comparing subtype-specific CBN models for HIV-1 484

subtype B and C with p = 11 mutations (p-value = 0.04, Fig 7A). The smaller data sets 485

are obtained by discarding mutations with marginal counts less or equal 5 in either of 486

the two data sets. 487

As a negative control, we also compare the two H-CBN2 models for subtype C 488

inferred from the South African cohort versus the remaining subtype C genotypes from 489

the HIVDB (Fig 5). The consensus posets share 16 cover relations, namely, L10FR ≺ 490

K43T, L10FR ≺ F53L, K20MT ≺ F53L, L33F ≺ T74P, M46ILV ≺ K43T, M46ILV ≺ 491

F53L, M46ILV ≺ T74P, I54V/L ≺ F53L, I54V/L ≺ T74P, I54V/L ≺ L89V, 492

V82AMF/CS ≺ L10FR, V82AMF/CS ≺ M46ILV, V82AMF/CS ≺ I54V/L, 493

V82AMF/CS ≺ Q58E, V82AMF/CS ≺ L76V, and V82AMF/CS ≺ I84V. Moreover, in 494

both posets mutation at residue 10 precedes T74P and mutation at residue 82 precedes 495

L24I, L33F, K43T, F53L, G73S, T74P, L89V, and L90M. We also employed the 496

aforementioned statistical test to compare posets with different number of mutations, 497
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Fig 5. Consensus posets for lopinavir resistance for two different HIV-1
subtype C data sets. Shown are the consensus poset for A the South African cohort
and B for the remaining HIV-1 subtype C sequences retrieved from the HIVDB. Nodes
in the network correspond to amino acid changes in the HIV-1 protease, where
mutations at the same locus are grouped together in one event. Only edges with a
bootstrap support greater than 0.7 are shown and the edge thickness indicates the
bootstrap support. Nodes with white background show residues with at least one major
PI mutation.
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Fig 6. Consensus poset for the accumulation of mutations in HIV-1
subtype B under lopinavir treatment. The underlying data set contains 470
genotypes retrieved from the HIVDB and SHCS. Nodes in the network correspond to
amino acid changes in the HIV-1 protease, and mutations at the same locus are grouped
together. Edge labels indicate the bootstrap support, and we show only edges with a
bootstrap support greater or equal to 0.7.
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namely p = 19 and p = 11 mutations. The larger poset size corresponds to all the 498

mutated loci common in both data sets and the threshold on the marginal mutation 499

counts for constructing the smaller data sets is set to 8 mutations. The Jaccard distance 500
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between these two H-CBN2 models is 0.637 and 0.5 for posets with p = 19 and p = 11 501

mutations, respectively. There is no evidence supporting that the posets learned from 502

different data sets but the same subtype C are different (p-values 0.42 and 0.66, 503

respectively; Fig 7C-D). 504

Fig 7. Empirical null distribution of pairwise Jaccard distances estimated
by permuting group labels. Displayed are the histograms of Jaccard distances for
the comparison of subtypes B and C for H-CBN2 posets with A 11 mutations and B 18
mutations, as well as the histograms of Jaccard distances for the comparison of two data
sets for subtype C for H-CBN2 posets with C 11 mutations and D 19 mutations.
Vertical dotted lines indicate the distance between the CBNs obtained from the
observed data.
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Discussion 505

We have presented the H-CBN2 model and inference methods which are based on 506

Monte Carlo sampling and enable us to consider a larger number of mutations. In 507

simulation studies, we demonstrated that this method can be used to accurately 508

estimate model parameters for up to about 32 mutations. For larger numbers of 509

mutations, the sample sizes used in this work are insufficient to obtain accurate 510

parameter estimates. To learn the graph, we proposed an extension of the simulated 511

annealing algorithm, including additional move types that allow exploring the space of 512

posets more efficiently. We validated the structure learning algorithm for 16 mutations 513

which aligns with the numbers of mutations relevant for our application to HIV-1. 514

Structure learning is, however, a hard problem and further improving the efficiency of 515

this step might be worthwhile addressing in future research. 516

Even though there are descriptive analyses of subtype-specific PI mutation 517

profiles [23,33,34,44], to our knowledge, this study is the first comparative analysis of 518

pathways of accumulating mutations over time in different HIV-1 subtypes. In addition 519

to a more systematic approach to investigating mutation patterns, the number of 520

observations in our study is greater than in any of the previous studies, which ranged 521

from 88 to 165 patients. We applied the H-CBN2 approach to learn the partial 522

temporal ordering of resistance mutations in HIV-1 subtypes B and C under the 523

selective pressure of lopinavir. Our results indicate that despite some similarities, for 524

the considered numbers of mutations, the resistance pathways differ significantly 525

between the two subtypes. Moreover, we compared H-CBN2 posets for subtype C 526

inferred from two independent data sets as a validation of the distance-based test and 527

the outcome aligns with the expectation that there exists a single underlying poset 528

explaining both data sets better than two distinct posets. 529

In our analysis, we included major PI mutations associated with lopinavir resistance 530

and non-polymorphic accessory mutations. Although some polymorphisms, in 531
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combination with PI resistance mutations, are associated with an increase in viral 532

fitness [45], these are also highly prevalent in treatment-näıve patients, especially in 533

non-B subtypes [46–48]. Therefore, despite observing polymorphisms with relatively 534

high prevalence, we did not include these mutations in our study. We also found more 535

than one PI-associated mutation in only about 14% and 16% of the patients in the 536

South African cohort (subtype C) and the subtype B data set, respectively. The 537

absence of resistance mutations in the protease gene has been repeatedly observed at 538

virological failure, even in the absence of reverse transcriptase inhibitors [33, 49–52]. In 539

addition to poor adherence to treatment [53,54], there may be other reasons for 540

observing a low percentage of patients harboring PI resistance mutations, and some of 541

them are listed below. First, the genetic barrier to lopinavir resistance appears to be 542

high. Barber et al. [33] have suggested that PI resistance mutations are more likely to 543

accumulate under prolonged virological failure. Second, there is increasing evidence that 544

mutations in the gag gene play a role in decreasing susceptibility to protease inhibitors 545

by, e.g., inhibiting the proteolytic cleavages necessary for protein maturation [19,55, 56]. 546

Virions with immature particles may not adequately complete cell entry or reverse 547

transcription [56]. Third, resistance mutations may exist in the intra-host virus 548

population at frequency below the detection threshold. Mutations are typically detected 549

by Sanger sequencing-based methods, while next-generation sequencing methods could 550

improve upon the sensitivity of detecting mutations [57]. 551

A limitation of the methodology is the aggregation of different amino acid 552

substitutions at the same locus as single events. This is required because when 553

observing a specific substitution, we do not know which other mutations at that locus 554

led to the current state. One potential way to overcome this limitation is to incorporate 555

additional data sources, such as time-series data per patient, single-genome 556

amplification data, or even resort to next-generation sequencing data. However, these 557

data are not generally available in public databases, nor are they part of routine 558

diagnostic tests. If data were available, such hidden states could be accounted for in an 559

extended model. Nonetheless, with the number of genotypes available in the current 560

application, we may not be able to include more mutations without decreasing the 561

accuracy of the parameter estimates of the H-CBN model. 562

The comparison of the cross-sectional data sets is challenging due to the existence of 563

several confounders. First, the data are gathered from various sources, which entails 564

potential differences in HIV surveillance and clinical monitoring protocols. Moreover, 565

observations come from distinct geographical locations, which implies, e.g., differences 566

in socio-demographic aspects and health-care standards. Lastly, therapeutic strategies 567

tend to differ between developed and developing countries, and there is a limited 568

number of observations of various subtypes undergoing the same therapy. In the present 569

study, the number of observations in the subtype B data set is approximately half of the 570

observations available for subtype C. Such an imbalance poses additional challenges for 571

the CBN comparisons. The spread of the empirical distribution of Jaccard distances 572

might be wider for imbalanced data sets, which could result in an apparent increase in 573

false negatives. But rather than a shortcoming of the distance-based test, small sample 574

size generally lead to reduced accuracy of the parameter estimates, including the 575

network structure. 576

In summary, the inferred CBN models provide insights into the evolution of drug 577

resistance in HIV-1 subtype C infections and enable comparisons with other subtypes, 578

as demonstrated for subtype B. Moreover, the methods proposed in this work can be 579

generally applied to investigate subtype-associated differences pertaining to HIV-1 drug 580

resistance. 581
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Supporting information 582

Fig S1 Assessment of the forward sampling. Probability of the observed 583

genotype estimated by using the forward sampling scheme P̃r(Y = y) (y-axis, Eq. 17) 584

vs. the exact solution Pr(Y = y) (x-axis). The data set consists of N = 800 genotypes 585

with p = 16 mutations. Results are obtained by drawing A L = 10, B L = 100, and C 586

L = 1000 samples from the proposal distribution. 587

Fig S2 Assessment of the forward-pool sampling. Probability of the observed 588

genotype estimated by using the forward-pool sampling scheme P̃r(Y = y) (y-axis, 589

Eq. 17) vs. the exact solution Pr(Y = y) (x-axis). The data set consists of N = 800 590

genotypes with p = 16 mutations. First, we evaluate the impact of the size of the initial 591

pool on the accuracy of the approximations. We show results for pools consisting of A, 592

D K = 200, B, E K = 800, and C, F K = 1600 samples, while the number of samples 593

drawn from the proposal distribution is set to either A-C L = 10 or D-F L = 100. 594

Next, we evaluate the impact of the number of samples drawn from the proposal 595

distribution (G L = 10; H L = 100; I L = 1000), while the size of the initial pool is 596

kept constant at K = 2000 samples. We observe that the accuracy of the computation 597

improves primarily as the size of the initial pool increases. By default, the size of the 598

initial pool of waiting times is set to K = p× L. 599

Fig S3 Assessment of the Hamming-k-neighborhood sampling. Probability 600

of the observed genotype estimated by using the Hamming k -neighbourhood sampling 601

scheme P̃r(Y = y) (y-axis, Eq. 17) vs. the exact solution Pr(Y = y) (x-axis). The data 602

set consists of N = 800 genotypes with p = 16 mutations. Results are shown for A-C a 603

neighborhood including the leading and the first-order terms (k = 1), D-F a 604

neighborhood including the leading, the first-order, and the second-order terms (k = 2), 605

and G-I a neighborhood including the leading, the first-order, the second-order, and the 606

third-order terms (k = 3). In this case, the value of L indicates the number of waiting 607

time vectors sampled per genotype in the neighborhood. 608

Fig S4 Assessment of the Bernoulli sampling. Probability of the observed 609

genotype estimated by using the Bernoulli sampling scheme P̃r(Y = y) (y-axis, Eq. 17) 610

vs. the exact solution Pr(Y = y) (x-axis). The data set consists of N = 800 genotypes 611

with p = 16 mutations. Results are obtained by drawing A L = 10, B L = 100, and C 612

L = 1000 samples from the proposal distribution. In the lower panel, we show the 613

number of samples compatible with the poset Lcompatible per genotype for D L = 10, E 614

L = 100, and F L = 1000 samples drawn from the proposal distribution. 615

Fig S5 Assessment of the backward-AR sampling. Probability of the observed 616

genotype estimated by using the backward-AR sampling scheme P̃r(Y = y) (y-axis, 617

Eq. 17) vs. the exact solution Pr(Y = y) (x-axis). The data set consists of N = 800 618

genotypes with p = 16 mutations. Results are obtained by drawing A L = 10, B 619

L = 100, and C L = 1000 samples from the proposal distribution. 620

Fig S6 Assessment of the parameter estimation for various numbers of 621

mutations and various numbers of samples drawn from the proposal 622

distribution. Box plots of the absolute error in estimating the error rate ε̂ for the true 623

poset P by using A the forward sampling, D the Hamming k -neighborhood sampling, 624

and G the Bernoulli or the backward-AR sampling. Box plots of the relative median 625

absolute error (RMAE) for the estimated rate parameters λ̂ by using B the forward 626

sampling, E the Hamming k -neighborhood sampling, and H the Bernoulli or the 627
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backward-AR sampling. The relative (median) absolute error is given by
median(|λ̂−λ|)

median(λ) . 628

Average run times over simulated data sets for C the forward sampling, F the 629

Hamming k -neighborhood sampling, and I the Bernoulli or the backward-AR sampling. 630

Results correspond to 100 simulated data sets for each of the number of mutations and 631

100 iterations of the MCEM algorithm. The number of samples drawn from the 632

proposal distribution is L = 10, 100, 1000, as shown in the corresponding legend. The 633

sample size is N = min(50 p, 1000) and the true error rate is ε = 0.05. 634

Fig S7 Average run time of the MCEM step (y-axis, logarithmic scale) 635

using various sampling schemes for different poset sizes (x-axis, logarithmic 636

scale). We also show the run times of the H-CBN method for posets with up to 14 637

mutations. The benchmark is conducted on 100 different data sets per poset size, and 638

the number of EM iterations is set to 100. The blue dotted line corresponds to linear 639

scaling, whereas the red line corresponds to quadratic scaling. We conduct the 640

benchmark on two 12-core Intel Xeon E5-2680 v3 processors (2.5 GHz) 641

Fig S8 Evaluation of the simulated annealing algorithm for various initial 642

temperatures (Θ0 = 10, 30, 50) and adaptation rates (ar = 0.1, 0.3, 0.5). We 643

show box plots corresponding to 20 different transitively reduced DAGs with 16 644

mutations and for an error rate of 5%. Gray box plots correspond to results of the 645

MCEM algorithm for the true poset. We use the forward sampling scheme with 646

L = 1000 samples. For learning the poset, we fix the ideal acceptance rate to 647

1/p = 0.0625 and run 25000 simulated annealing iterations. The relative (median) 648

absolute error (RMAE) is given by
median(|λ̂−λ|)

median(λ) . P: true poset, SA: simulated 649

annealing, +: with additional new moves. 650

Fig S9 Evaluation of the adaptive simulated annealing algorithm on 651

simulated data. A Absolute error in estimating the error rate parameter ε̂. B 652

Relative median absolute error (RMAE) of the estimated rate parameters λ̂. The 653

relative (median) absolute error is given by
median(|λ̂−λ|)

median(λ) . C Jaccard distance computed 654

on the cover relation sets for the true and estimated poset. We show box plots 655

corresponding to 20 different transitively reduced DAGs for simulated data sets with 16 656

mutations and an error rate of 5%. We use the forward sampling scheme with L = 1000 657

samples drawn from the proposal distribution. We fix the ideal acceptance rate to 658

1/p = 0.0625 and run 25000 iterations of the simulated annealing algorithm. The initial 659

temperature is set to Θ0 = 50 for all runs and for the adaptive simulated annealing 660

three adaptation rates are evaluated (ar = 0.1, 0.3, 0.5). SA: simulated annealing, ASA: 661

adaptive simulated annealing, +: with additional new moves. 662

Fig S10 Marginal mutation frequencies observed in HIV-1 subtype B and 663

subtype C populations under lopinavir treatment. A Data collected from 1065 664

patients from South Africa (HIV-1 subtype C). B HIV-1 subtype C genotypes retrieved 665

from the HIVDB, excluding genotypes in data set A. C HIV-1 subtype B genotypes 666

retrieved from the HIVDB. D Data obtained from the SHCS corresponding to subtype 667

B genotypes. Major protease inhibitor resistance mutations are shown in black. 668

Fig S11 Maximum likelihood poset for lopinavir resistance in the South 669

African cohort. Nodes in the network correspond to amino acid changes in the 670

protease, with mutations at the same locus grouped together. Mutations G48V and 671

I50V are excluded for the comparison of H-CBN2 models, as they are not observed in 672

the subtype B data set. 673
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Fig S12 Maximum likelihood poset for lopinavir resistance in HIV-1 674

subtype B. Nodes in the network correspond to amino acid changes in the protease, 675

with mutations at the same locus grouped together. Data sources: the HIVDB and the 676

SHCS. 677

Table S1 Relative error in approximating the log-likelihood via 678

importance sampling. The relative error is computed by dividing the absolute error 679

by the absolute value of the true log-likelihood. 680

File S1 Patient identifiers of the South African cohort as retrieved from 681

the HIVDB. 682

File S2 Patient identifiers of HIV-1 subtype B genotype sequences 683

retrieved from the HIVDB. 684

File S3 Patient identifiers of HIV-1 subtype C genotype sequences 685

retrieved from the HIVDB and excluding genotypes from South African 686

cohort. 687
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