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Several prediction problems in Computational Biology and Genomic Medicine are characterized by both big data as well
as a high imbalance between examples to be learned, whereby positive examples can represent a tiny minority with
respect to negative examples. For instance, deleterious or pathogenic variants are overwhelmed by the sea of neutral
variants in the non-coding regions of the genome: as a consequence the prediction of deleterious variants is a very
challenging highly imbalanced classification problem, and classical prediction tools fail to detect the rare pathogenic
examples among the huge amount of neutral variants or undergo severe restrictions in managing big genomic data.

To overcome these limitations we propose parSMURF, a method that adopts a hyper-ensemble approach and
oversampling and undersampling techniques to deal with imbalanced data, and parallel computational techniques to
both manage big genomic data and significantly speed-up the computation. The synergy between Bayesian optimization
techniques and the parallel nature of parSMURF enables efficient and user-friendly automatic tuning of the
hyper-parameters of the algorithm, and allows specific learning problems in Genomic Medicine to be easily fit.
Moreover, by using MPI parallel and machine learning ensemble techniques, parSMURF can manage big data by
partitioning them across the nodes of a High Performance Computing cluster.

Results with synthetic data and with single nucleotide variants associated with Mendelian diseases and with GWAS hits
in the non-coding regions of the human genome, involving millions of examples, show that parSMURF achieves
state-of-the-art results and a speed-up of 80x with respect to the sequential version.

In conclusion parSMURF is a parallel machine learning tool that can be trained to learn different genomic problems, and
its multiple levels of parallelization and its high scalability allow us to efficiently fit problems characterized by big and
imbalanced genomic data.

Availability and Implementation: The C++ OpenMP multi-core version tailored to a single workstation and the C++
MPI/OpenMP hybrid multi-core and multi-node parSMURF version tailored to a High Performance Computing cluster are
both available from github: https://github.com/AnacletoLAB/parSMURF
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High throughput bio-technologies, and the development of Ar-
tificial Intelligence methods and techniques has opened up new
research avenues in the context of the Genomic and Personal-
ized Medicine [1, 2]. In particular Machine Learning [3], whole-
genome sequencing (WGS) technologies (4, 5], and large pop-
ulation genome sequencing projects [6, 7] play a central role
for the detection of rare and common variants associated with
genetic diseases and cancer [8, 9].

In this context, while disease-associated variants falling in
the protein-coding regions of the genome have been largely
studied [10, 11, 12], this is not the case for disease-associated
variants located in the non-coding regions of the genome,
where our understanding of their impact on cis and trans-
regulation is largely incomplete. Nevertheless, several studies
ended up that most of the potential pathogenic variants lie in
the non-coding regions of the human genome [13].

Driven by the aforementioned motivations many efforts
have been devoted in recent years by the scientific community
to develop reliable tools for the identification and prioritization
of “relevant” non-coding genetic variants. CADD is one of the
first machine learning-based method applied for this purpose
on a genome-wide scale [14]. By combining different annota-
tions into a single measure for each variant using firstly an en-
semble of support vector machines and in the current version
a fast and efficient logistic regression classifier, CADD likely
represents the most used and well-known tool to predict dele-
terious variants [15].

Starting from this work other machine learning-based
methods for the detection of deleterious or pathogenic vari-
ants have been proposed, ranging from multiple kernel learn-
ing techniques [16], to deep neural networks [17, 18], multi-
ple kernel learning integrative approaches [16], unsupervised
learning techniques to deal with the scarcity of available an-
notations [19], and linear models for functional genomic data
combined with probabilistic models of molecular evolution [20].
Other approaches predicted the effect of regulatory variation
directly from sequence using gkm-SVM [21] or deep learning
techniques [22]. More details are covered in two recent reviews
on machine learning methods for the prediction of disease risk
in non-coding regions of the human genome (23, 24].

All these tools are faced with relevant challenges related to
the rarity of non-coding pathogenic mutations. Indeed neu-
tral variants largely outnumber the pathogenic ones. As a
consequence the resulting classification problem is largely un-
balanced toward the majority class and in this setting it is
well-known that imbalance-unaware machine learning meth-
ods fail to detect examples of the minority class (i.e pathogenic
variants) [25]. Recently several methods showed that by adopt-
ing imbalance-aware techniques we can significantly improve
predictions of pathogenic variants in non-coding regions. The
first one (GWAVA) applied a modified random forest [26],
where its decision trees are trained on artificially balanced data,
thus reducing the imbalance of the data [27]. A second one
(NCBoost) used gradient tree boosting learning machines with
partially balanced data, achieving very competitive results in
the prioritization of pathogenic Mendelian variants, even if
the comparison with the other state-of-the-art methods have
been performed without retraining them, but using only their
pre-computed scores [28]. The unbalancing issue has been
fully addressed by ReMM [29] and hyperSMURF [30], through
the application of subsampling techniques to the “negative”
neutral variants, and oversampling algorithms to the set of
“positive” pathogenic variants. Moreover a large coverage of
the training data and an improvement of the accuracy and the
diversity of the base learners is obtained through a partition of
the training set and a hyper-ensemble approach, i.e. an ensem-

ble of random forests which in turn are ensembles of decision
trees. hyperSMURF achieved excellent results in the detection
of pathogenic variants in the non-coding DNA, showing that
imbalance-aware techniques play a central role to improve pre-
dictions of machine learning methods in this challenging task.

Nevertheless these imbalance-aware methods have been
usually implemented with no or very limited use of parallel
computation techniques, thus making problematic their appli-
cation to the analysis of big genomic data. Furthermore, the
hyperSMURF method is computationally intensive and charac-
terized by a large number of learning parameters that need to
be tuned to ensure optimal performance, thus requiring pro-
hibitive computing costs, especially with big genomic data.

To address the aforementioned limitations, in this article
we propose parSMURF, a novel parallel approach based on hy-
perSMURF. While other methods suitable for the assessment of
the impact of variants located in protein-coding regions are
able to run in parallel environments [31], this is not true for the
assessment of non-coding variants. The main goal in the de-
sign and development of parSMURF is to make available to the
scientific community a general and flexible tool for genomic
prediction problems characterized by big and/or highly imbal-
anced data, while ensuring state-of-the-art prediction perfor-
mance. The high computational burden resulting by the proper
tuning and selection of the learning (hyper)-parameters is ad-
dressed through a scalable and parallel learning algorithm that
leverages different levels of parallelization, and a Bayesian op-
timizer for their automatic and efficient tuning.

In the remainder we present the parSMURF algorithm, its re-
lationships with its sequential version hyperSMURF, and its two
different implementations respectively for multi-core worksta-
tions and for a highly parallel High Performance Computing
cluster. In the Results section experiments with big synthetic
and actual genomic data show that parSMURF scales nicely
with big data and significantly improves the speed-up of the
computation. Finally experiments with Mendelian data and
GWAS hits at whole-genome level show that parSMURF sig-
nificantly improves over its sequential couterpart hyperSMURF,
by exploiting its multiple levels of parallelism and the auto-
matic tuning of its learning hyper-parameters through a grid
search or a Bayesian optimization method. parSMURF! multi-
thread and hybrid multi-thread and multi-process MPI C++
parSMURF" implementations are well-documented and freely
available for academic and research purposes.

Parallel SMote Undersampled Random Forest (parSMURF) is a fast,
parallel and highly scalable algorithm designed to detect dele-
terious and pathogenic variants in the human genome. The
method is able to automatically tune its learning parameters
even with large data sets, and to nicely scale with big data.
Starting from the presentation of the characteristics and
limitations of hyperSMURF [30], in this section we introduce
the parallel algorithm parSMURF and its two variants named
multi-core parSMURF (parSMURF!) and multi-node parSMURF
(parSMURF™). The first one is suitable for the execution on
a single workstation that features one or more multi-core
processors, while the second one is designed for a High Per-
formance Computing cluster, where the computation is dis-
tributed across several interconnected nodes. Although devel-
oped for different hardware architectures, they both share the
same core parallelization concepts and the same chain of oper-
ations performed on each parallel component of the algorithm.
Finally, we discuss the computational algorithms proposed to
automatically learn and tune the parSMURF hyper-parameters
in order to properly fit the model to the analyzed genomic data.
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Figure 1. High-level scheme of hyperSMURF. Step (1): partitioning of the training set (the minority/positive class is represented in blue, while the majority/negative
class is in green). Step (2): application of oversampling and undersampling approaches, and assembling of the training set. Step (3): training of the RF models.

Step (4): Testing and aggregation of predictions outcomes.

Parameters = Description
nParts Number of parts of the partition
hyperSMURF is a supervised machine learning algorithm specifi- tp Multiplicative factor for oversampling the mi-
. . . . nority class. For instance with fp = 2 two novel
cally designed to detect deleterious variants where variants as- : s
: . . . examples are synthesized for each positive ex-
sociated with diseases are several order of magnitude lesser - .
. . ample of the original data set, according to the
than the neutral genetic variations. hyperSMURF tackles the .
imbal f the dat. ine three 1. : trategies: SMOTE algorithm.
tmbalance ot the data using three learning strategles: ratio Ratio for the undersampling of the majority
i L. . . class. For instance, ratio = 2 sets the number of
+ balancing of the training data by oversampling the minority negatives as twice the total number of original
class and undersampling the majority class; and oversampled positive examples.
- improving data coverage through ensembling techniques; x Number of the nearest neighbors of the SMIOTE
- enhancing the diversity and accuracy of the base learners algorithm
through hyper-ensembling techniques. nTrees Number of trees included in each random forest
mtry Number of features to be randomly selected at

The high-level logical steps of the hyperSMURF algorithm
are summarized in Figure 1. At step (1) hyperSMURF creates
several sets of training data by using all the available exam-
ples of the minority (positive) class and partitioning the set of
the majority (negative) class: as a result each set includes all
the positive examples and a subset of the majority (negative)
class. From this point on, each training set is processed inde-
pendently. In step (2), examples of the minority class are over-
sampled through the SMOTE algorithm [32] while examples of
the majority class are undersampled according to an uniform
distribution. Each training set is is now formed by a compara-
ble number of positive and negative examples and it can be used
in step (3) to train the random forest. This process is applied
to all the parts of the partition of the original training set, thus
generating an ensemble of random forest models. At step (4)
all the predictions separately computed by each trained model
are finally combined to obtain the “consensus” prediction of
the hyper-ensemble.

The behavior of the algorithm strongly depends on the
learning hyper-parameters, reported in Table 1, which deeply
influence the hyperSMURF performance, as shown in [33], and
fine tuning of the learning parameters can dramatically im-
prove prediction performance. Since hyperSMURF is an ensem-
ble of random forests which in turn are ensembles of decision
trees, its sequential implementation undergoes a high execu-
tion time, especially on large datasets, thus limiting a broad
exploration of the hyper-parameter space. Moreover hyper-
SMURF cannot be easily applied to big data, due to its time and
space complexity issues.

each node of the decision trees included in the
random forest
Table 1. hyperSMURF learning hyper-parameters

Nevertheless, looking at Figure 1, we can observe that hy-
perSMURF is characterized by the following features:

i. the same operations (over- and under-sampling, data
merging, training and model generation and prediction eval-
uation) are performed over different data belonging to differ-
ent partitions;

ii. the operations performed over different data are indepen-
dent, i.e. there is no interaction between the computation of
two different partitions;

iii. the algorithm does not require any explicit synchroniza-
tion during the elaboration of two or more partitions.

Putting together these observations, we can redesign hy-
perSMURF leveraging its intrinsic parallel nature and using
state-of-the-art parallel computation techniques. The result-
ing newly proposed parSMURF algorithm is schematically sum-
marized in Algorithm 1. The parallelization is performed by
grouping parts of the partition in chunks (see also Figure 2).
The parSMURF parameter q (number of chunks) determines at
high level the parallelization of the algorithm, i.e. how many
chunks can be processed in parallel.

During training, the main activities of the parSMURF algo-
rithm are executed in parallel for each chunk (outer for loop
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Figure 2. Comparison between the sequential hyperSMURF (top) and multi-core parSMURF! (bottom) execution schemes.

Algorithm 1 parSMURF algorithm (training)

Input:

P: positive examples set

N: negative examples set

n, fp, ratio, k, nTrees, mtry: parameters described in Table 1
q: number of partition chunks

Output:

M = {m,,..,mp}: set of trained RF models

{M, .., Mn} « partitioning(w/, n)
{1, .., Cq} « chunkGroups({ny, .., Nnl, q)
idx « {1, ..,q}
je—o
M0
for all i € idx parallel do
for N/ € ¢; (parallel) do
jej+1
P’ « SMOTE(P, fp, k)
N« undersample(N”, ratio)
T—PuUuP uN"
m; RFy14in(T, nTrees, mtry)
M~ Mu m]
end for
end for
return M = {my, .., mp}

in Algorithm 1). A further level of parallelism can be realized
through the inner for loop where each part A’ of the chunk
¢; undergoes a parallel execution. Note however that “paral-
lel” in the inner for loop is in brackets to highlight that this
second level of parallelization can or cannot be implemented,
according to the complexity of the problem and the available
underlying computational architecture.

Algorithm 2 also shows that hyper-ensemble predictions
conducted during testing can be easily performed through par-
allel computation: each model can be tested independently over
the same test set and the consensus prediction is computed by
averaging the ensemble output.

Algorithm 2 parSMURF algorithm (testing)

Input:

M = {m,,..,mp}: set of trained RF models

T: test set

Output:

HS: prediction score for each example t in test set 7

idx « {1,..,n}
for all i € idx parallel do
forallt e 7 do
P;(t) « P(t is positive |m;)
end for
end for
forallt ¢ 7 do

1 n
HS(t) Zpi(t)
1=1

end for

The idea on which multi-core parSMURF builds upon is that
all operations performed on the different parts of the partition
can be assigned to multiple core/threads and processed in par-
allel. Namely, given q threads, the data parts Ny, ...,Nn are
equally distributed among threads so that thread i receives a
subset (chunk) C; of parts, and processes its assigned parts in
sequence. Since each partition chunk is assigned to its own
thread, chunk processing is performed in parallel with archi-
tectures featuring multiple processing cores.

In Figure 2 (top) a scheme of the execution of the sequential
hyperSMURF is shown: each partition is processed sequentially
and the output predictions are accumulated as the computation
goes on. On the contrary, with parSMURF! (Figure 2, bottom),
chunks of partitions are assigned to different execution threads
and are processed in parallel. To avoid data races, each thread
accumulates partial results, and then the master thread collects
them once the computation of each thread is ended. Moreover,
each thread keeps only a local copy of the subset of the data
which is strictly required for its computation; this minimizes
memory consumption and, at the same time, does not impose
any need for synchronization between concurrent threads.
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Figure 3. High-level scheme of the multi-node parSMURF" implementation.

This scheme is expected to show a remarkable speedup with
the increase of processing cores and the available local mem-
ory of the system. Since parallelization occurs at “partition
chunk” level, instances of parSMURF! with a reduced partition
size benefits only partially of a multicore execution. On the
other side, partitions characterized by a very high number of
parts can theoretically scale well with the number of processing
cores but, unfortunately, current processors have constraints
in the number of available cores. Moreover, big data computa-
tion may exceed the storage capacity of a single workstation,
thus making the application of parSMURF! in this experimental
context problematic.

This version of parSMURF has been designed to process big data,
to both improve speed-up and make feasible computations that
exceed the storage capacity of a single workstation. Moreover
parSMURF" allows the fine tuning of the model parameters even
when big data should be analyzed.

Architecture

As for the multi-core version, parSMURF" exploits paralleliza-
tion at partition level, but also introduces a second level of par-
allelization: the higher level is performed through the comput-
ing nodes of a cluster, i.e. a set of computing machines inter-
connected by a very fast networking infrastructure; the lower
level is realized through multi-threading at single node level
by exploiting the multi-core architecture of each single node of
the cluster. In this novel scheme, each node receives a partition
chunk, which is processed in parallel with the other chunks
assigned to the remaining nodes. Chunks in turn are further
partitioned in sub-chunks, distributed among the computing
cores available at the local node. Finally an optional third level
of parallelization is available by assigning multiple threads to
the random forests which process the different parts of the par-
tition (recall that a random forest is in turn an ensemble of
decision trees).

The higher level of parallelization leverages the MPI pro-
gramming paradigm and standard [34] to transfer information
among nodes. This programming paradigm requires that sev-
eral instances of the same program are executed concurrently
as different processes (MPI processes) on different nodes in-
terconnected by a network. Being different instances of the

same program, each MPI process has its own memory space,
therefore intercommunication, i.e. data exchange between pro-
cesses, occurs explicitly by invoking the corresponding actions,
as required by the MPI standard.

parSMURF" adopts a master-slave setting, with a master
process coordinating a set of MPI slave processes, also called
worker processes, which in turn manage the partition computa-
tion. Master and worker roles are described below:

- the master process is responsible for processing the com-
mand line parameters, loading data in its memory space,
generating partition and chunks, sending the proper subset
of data to each worker process (including the test set and
the proper fraction of the training set) and finally collecting
and averaging their output predictions.

- each worker process realizes the computation on the assigned
chunk of partitions, generates sub-chunks of its own chunk
and processes them through multi-threading - i.e. dis-
tributes the computation of the sub-chunks over the avail-
able computing threads - and sends the output predictions
back to the master process.

We point out that in principle parSMURF" can be executed
also on a single machine, where multiple copies of the same
program are processed by the available cores, but in this case
it undergoes the same limitations of parSMURF'. Figure 3 pro-
vides a high level scheme of the execution of parSMURF".

parSMURF" intercommunication
Figure 4 shows a schematic view of the intercommunication
between parSMURF MPI processes.

The computation in the worker processes is performed as
in the multi-core version of parSMURF, except for a slight dif-
ference in the subsampling of the majority class, since this op-
eration is no longer executed by the worker processes but by
the master instead. Indeed, by observing that subsampling re-
quires some examples to be discarded, there is no need of send-
ing to the worker processes an entire part of the partition, but
only the selected subset of examples. This design choice mini-
mizes the amount of data to be sent to a worker process, since
for each partition only the positive samples (that are going to
be oversampled in the worker process) and the already under-
sampled negative examples are sent to the worker processes.

In an ideal parallel application, computing nodes should
never interact, since every data exchange creates latencies that


https://doi.org/10.1101/2020.03.18.994079
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2020.03.18.994079; this version posted March 20, 2020. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is
made, available under aCC-BY-NC-ND 4.0 International license.

WORKER PROCESS

WORKER PROCESS

/ MASTER PROCESS \[
" BE=

WORKER PROCESS

—

N

WORKER PROCESS

—

Figure 4. High-level intercommunication scheme between MPI processes in
multi-node parSMURF". Blue arrows represent data flows from the master
process to worker processes (different chunks of partitions and the same test
set) and yellow arrows represent data flows from the worker processes to the
master (output predictions).

affect the overall occupancy - i.e. the ratio between the amount
of time a computing node is processing data and the total exe-
cution time. However, in real applications this rarely happens,
and data have to be exchanged between processes. As a general
rule, communication should be minimal in number and maxi-
mal in size, since the following equality holds:

ttot = tstart + d X tyrn

where t;,; is the total time for the data send, d is the amount
of data in bytes to be transferred, t;, is the time required to
transfer one byte of data and tgy,; is the time required by the
interconnecting networking system for beginning a communi-
cation between nodes. tq,, is constant, therefore transferring
data as a big chunk is generally faster than several smaller ones,
since tgqe Penalty is paid only once in the former case. How-
ever, in real world MPI parallel applications, the main objective
is to parallelize computation to speed-up execution, and max-
imum efficiency is achieved by overlapping data transmission
and computation. This is easier to obtain when data is streamed,
i.e. sent in small chunks which are consumed as soon as they
reach the receiver MPI process: in this way we can minimize
the inactivity time of a node, waiting for data to be received.

Maximizing parSMURE™ performance

For maximizing performances parSMURF" adopts the follow-
ing strategies to find the optimal balance between the size and
number of data transmissions:

+ maximize occupancy,
+ reduce the number of data send or broadcast,
+ minimize latency.

To maximize occupancy, the master process does not send the
entire chunk of partitions to each worker process in a big data
send; instead, parts are sent one by one. This choice is ideal in
the context of multithreading in worker processes: supposedly,
given a partition with n parts and a number x of computing
threads assigned to a working process, the master at first sends
to each worker process x parts of its assigned chunk. When a
worker thread finishes the computation of a part, another one
is sent by the master for processing. This process goes on until
the chunk is exhausted.

To reduce the number of data send or broadcast - i.e. one MPI
process sending the same data to all the other processes - for
each part, the master process assembles an array having all the
relevant data required for the computation, i.e. the positive
and negative examples (already subsampled, as stated earlier)
and the parameters needed for the computation. Hence with
just one MPI send operation, a part of the partition with its
parameters is transferred to the worker process. Also, partial
results of the predictions are locally accumulated inside each
worker and sent to the master once the jobs for the assigned
chunk are finished.

To minimize latency, the assembly of the data to be sent is
multithreaded in the master process. In instances character-
ized by relatively small datasets and a high number of parts in
the partition, it may happen that the master could not prepare
and send data fastly enough to keep all the worker processes
busy. For instance, a thread in a worker process may finish
the computation for a part before data for the next one arrive,
leaving the thread or the entire process inactive. This has been
solved by spawning a number of threads in the master process
equal to the number of worker processes the user has requested,
each one assigned for preparing and sending the data to the
corresponding worker. However, since memory usage in the
master process can be greatly affected, an option is provided
for disabling multithreading in the master. In this case, only
one thread takes care of this task and parts are sent in round
robin fashion to the working processes: this has been experi-
mentally proven to be effective for those instances that require
a particularly high memory usage.

As in most ML methods, the accuracy of the predictions of
the parSMURF models are directly related to the set S of hyper-
parameters that control its learning behaviour. Hence, to max-
imize the usefulness of the learning approach, the value of
each hyper-parameter of the set S must be chosen appropri-
ately. In parSMURF the hyper-parameter set is composed by
the 6-tuple of parameters reported in Table 1. Each parameter
is discretized and constrained between a maximum and mini-
mum value, hence the hyper-parameter space # is a discrete
six-dimensional hypercube. The validation procedure for the
evaluation of each h € # is the internal cross-validation pro-
cess, and the objective function (performance metrics) which
has to be maximized is the Area Under the Precision Recall
Curve (AUPRC).

parSMURF features two modes for automatically finding the
hyper-parameters combination hy € # that maximizes the
model accuracy (parameter auto-tuning). The first strategy is
a grid search over H, where each h € # is evaluated by internal
cross-validation. This strategy is generally capable of finding
values close to the best hyper-parameters combination, but it
is very computationally intensive and suffers from the curse
of dimensionality. The second strategy is based on a Bayesian
Optimizer (BO) which iteratively builds a probabilistic model of
the objective function f : # — R* (in parSMURF, the AUPRC) by
evaluating a promising hyper-parameter combination at each
iteration and stopping when a global maximum of f is obtained.
This procedure is less computationally intensive than the grid
search and may also outperform the latter in terms of predic-
tion effectiveness. The Bayesian optimizer is based on [35]
and its implementation "Spearmint-lite" [36] is included in
the parSMURF package.

The whole procedure is summarized in Algorithm 3.
Briefly, parSMURF provides the automatic tuning of the hyper-
parameters in a context of internal n-fold cross-validation,
and the Bayesian Optimizer (BO) is invoked in the while loop.
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Algorithm 3 Automatic hyper-parameters
parSMURF featuring Bayesian Optimization.

tuning in

Input:

7: P UN (data for training and validation)

H: Hyper-parameter space

n: number of CV folds

maxIter: maximum number of iterations

: Bayesian Optimization (BO) error tolerance

Output:

H’: set of best combination (one of reach fold) of hyper-
parameters

{7, .., Tn} « foldSubdivision(7, n)
foric{1,.,n}do
TestSet « T;
TrainingSet « UT]
JA
{71/, .., Th_1} « foldSubdivision(TrainingSet, n - 1)
iter « 1
H«20
while (error > €) A (iter < maxiter) do
h « BO__generate(H)
for k € {1,..,n -1} do
ValidationSet « T},
TrainingSet’ — | J7/
17k
model’ «— parSMURF__train(TrainingSet’, h)
predictions;< « parSMURF__test(model’, ValidationSet)
end for
predictions’ — |_] predictions;,

k

eval «+ AUPRC(predictions’)

H « Hu (h,eval)

error — BO__errorEval(H)

iter « iter +1
end while
h; « argmaxy g {(h,eval)}
model « parSMURF_train(TrainingSet, h;)
predictions «+ parSMURF__test(model, TestSet)

end for

Hl — Uhk
k

At each iteration, a new hyper-parameter combination h € #
is generated by taking into account all the previously evalu-
ated h. A new model is then trained and tested in the inter-
nal cross-validation procedure by using the newly generated h.
The quality of the prediction is evaluated by means of AUPRC,
and the tuple (h,eval) is submitted back to the Bayesian Op-
timizer for the generation of the next h. The while loop ends
when the Bayesian Optimizer finds a probable global maximum
(no further improvement in the error evaluation) or when the
maximum number of iterations is reached. Grid search works
in a similar way, but all h € # are exhaustively tested in the
internal cross-validation phase.

We applied parSMURF to both synthetic and real genomic data
to show that the proposed method is able to:

- scale nicely with big data;

- auto-tune its learning parameters to optimally fit the pre-
diction problem under study;

improve hyperSMURF as well as other state-of-the-art
methods in the prediction of pathogenic variants in

Mendelian diseases and of regulatory GWAS hits in the
GWAS Catalog.

All the experiments have been performed on the Cineca Mar-
coni Supercomputing system [37], specifically using its Lenovo
NeXtScale architechture, with 720 nodes, each one having 128
GBytes of RAM and 2 x 18-cores Intel Xeon E5-2697 v4 (Broad-
well) CPUs at 2.30 GHz. The interconnecting infrastructure is
a Intel Omnipath featuring 100 Gb/s of networking speed and
a fat-tree 2 : 1 topology.

Genomic data are highly imbalanced toward the majority class,
since the SNVs annotated as pathogenic represent a tiny mi-
nority of the overall genetic variation. Synthetic data have also
been generated to obtain a high imbalance between positive
and negative examples, in order to simulate the imbalance that
characterizes several types of genomic data.

Synthetic data have been randomly generated using a
spheric gaussian distribution for each of the 30 features.
Among them only 4 are informative in the sense that the means
of positive and negative examples are different, while all the
other features share the same mean and standard deviation
with both positive and negative examples. Synthetic data, as
well as the R code for their generation are available from the
GITHUB repository [38].

As an example of application of parSMURF to real genomic
data, we used the dataset constructed in [29] to detect Sin-
gle Nucleotide Variants (SNVs) in regulatory non-coding re-
gions of the human genome associated with Mendelian dis-
eases. The 406 positive examples are manually curated and
include mutations located in genomic regulatory regions such
as promoters, enhancers and 5’ and 3’ UTR. Neutral (negative)
examples include more than 14 millions of SNVs in the non-
coding regions of the reference human genome differing, ac-
cording to high confidence alignment regions, from the ances-
tral primate genome sequence inferred on the basis of the En-
sembl Enredo-Pechan-Ortheus whole-genome alignments of
six primate species [39], and not including variants present in
the most recent 1000 Genomes data [6] with frequency higher
than 5% to remove variants that had not been exposed for
sufficiently long time to natural selection. The imbalance be-
tween positive (mutations responsible for a Mendelian disease)
and negative SNVs amounts to about 1:36,000. The 26 fea-
tures associated to each SNV are genomic attributes ranging
from G/C content, population-based features, to conservation
scores, transcription and regulation annotations (for more de-
tails, see [29]).

We finally analyzed GWAS (Genome Wide Association Stud-
ies) data to detect 2115 regulatory GWAS hits downloaded
from the National Human Genome Research Institute (NHGRI)
GWAS catalog [40], and a set of negatives obtained by ran-
domly sampling 1/10 of the negative examples of the Mendelian
data set, according to the same experimental set-up described
in [30], thus resulting in an imbalance between negative and
positive examples of about 1 : 700. We predicted chromatin
effect features directly from the DNA sequence using DeepSEA
convolutional networks [18]: in this way we obtained 1842 fea-
tures for each SNV, as described in [30], and we used that fea-
tures to train parSMURF.

Table 2 summarizes the main characteristics of both the
synthetic and genomic data used in our experiments.
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Table 2. Summary of the datasets used in the experiments. Datasets are highly imbalanced towards the negative class.

Name N. of samples | N. of features
synth_1 106 30
synth_ 2 107 30
synth_3 5 x 107 30

Mendelian 14.755.605 26

GWAS 1.477.630 1842

Experiments reported in this section follow the classic exper-
imental setup for the evaluation of the performances of par-
allel algorithms [41]. In particular, since our executions em-
ploy multiple computer processors (CPU) concurrently, we use
speedup and efficiency to analyze the algorithm performances
by measuring both the sequential and parallel execution times.

By denoting with Ts the run-time of the sequential algo-
rithm and with T the run-time of the parallel algorithm exe-
cuted on P processors, the speedup and efficiency are defined
respectively as:

_Ts
Tp

- I
E_TPXP'

S and

Speed-up and efficiency analysis with synthetic data

Experimental set-up. For every synthetic dataset, we run
parSMURF! and parSMURF" several times by varying the number
of threads (for both the multi-core and multi-node versions)
and the number of MPI worker processes assigned to the task
(for the multi-node version only). More precisely the num-
ber of threads n.thr varied in n.thr ¢ {1,2, 4} for synth_1 and
synth_ 2 datasets, while for synth_ 3 n.thr € {1, 2, 4, 8,16, 20}.
Moreover we considered a number of MPI processes n.proc in
the range n.proc ¢ {1,2,4,8} for synth_1 and synth_2, and
n.proc € 11,2, 4, 6, 8,10} for synth_ 3.

For each run we collected the execution time and evaluated
the speed-up and efficiency: the Ts sequential time of formu-
las (1) and (2) has been obtained by running parSMURF! with 1
thread, hence obtaining a pure sequential run.

All experiments were executed using a 10-fold cross valida-
tion setting. The learning hyper-parameters employed in each
experiment are the following:

- synth_1: nParts = 128, fp = 1, ratio = 1, k = 5, nTrees = 128,
mTry = 5;

- synth_2: nParts = 64, fp = 1, ratio = 1, k = 5, nTrees
mTry = 5;

- synth_3: nParts = 128, fp = 1, ratio = 5, k = 5, nTrees = 10,
mTry =5

32,

For each synthetic data set we run experiments considering
all the different numbers of threads n.thr for parSMURF?, while
for parSMURF" we run different hyper-ensembles considering
all the possible combinations of n.thr and n.proc.

Results and discussion. Figure 5 reports the results for the batch
of executions with the synth_1 and synth_ 2 datasets. Results
are grouped by the number of MPI working processes (each
line represents three runs obtained by keeping the number of
MPI processes fixed and by varying the number of threads per
process).

Both graphs show that the multi-core and the multi-node
implementation of parSMURF introduce a substantial speed-
up with respect to the sequential version (the point in the

N. of positive samples | Imbalance ratio

400 1:2500
400 1: 25000
1000 1: 50000
406 1:36300
2115 1:700

black line with 1 thread in the abscissa). Note that in Fig-
ure 5 the black line represents parSMURF!, while the orange
line parSMURF": their execution time is very similar since both
use the same overall number of threads, with a small overhead
for the MPI version due to the time needed to setup the MPI
environment. Table 3 shows that the speed-up achieved by
parSMURF" is quasi-linear with respect to the overall number
of “aggregated threads” (i.e. the product n.thr x n.proc) in-
volved in the computation, at least up to 16 threads. By en-
larging the number of “aggregated threads” we have a larger
speed-up, but a lower efficiency, due to the lower number of
parts of the partition assigned to each thread, and to the larger
time consumed by the MPI data intercommunication.

Results with the synthetic dataset synth_ 3, that includes
50 million examples, confirm that parSMURF scales nicely also
when the size of the data is significantly enlarged. Indeed Fig-
ure 6 (left) shows that by increasing the number of processes
and threads we can obtain a significant reduction of the execu-
tion time. These results are confirmed by grouping the execu-
tion time with respect to the “aggregated” number of threads,
i.e. the product n.thr x n.proc (Figure 6 (right)).

Figure 7 shows the speed-up (left) and efficiency (right) ob-
tained with this dataset; results are again grouped by the “ag-
gregated” number of threads. Note that with this large dataset
we can obtain a larger speed-up, even if, as expected, at the
expenses of the overall efficiency.

Different research works showed contradictory results
about the comparison of the performance of pure multipro-
cess MPI, pure multithread OpenMP or hybrid MPI-OpenMP
implementations of the same algorithm, showing that several
factors, such as algorithms, data structures, data size, hard-
ware resources, MPI and OpenMP library implementations, in-
fluence their performances [42, 43, 44, 45, 46, 47, 48, 49].

Regarding our experiments, from Figure 6 and 8, we
can notice how, in some cases, a pure MPI implementation
may outperform an heterogeneous MPI-multithread or a pure
OpenMP-multithread implementation. However, more in gen-
eral, parSMURF" allows a higher degree of parallelism, thus re-
sulting in a larger speed-up and efficiency with respect to the
pure multithread parSMURF! (Figure 7 and 9).

Speed-up and efficiency analysis with genomic data

To show how parSMURF performs in term of speed-up and effi-
ciency on a real genomic dataset, we carried out the same batch
of experiments as in the previous section using this time the
Mendelian dataset.

Figure 8 shows the execution time of parSMURF! and
parSMURF" as a function of the “aggregated number of
threads”, i.e. the product of the number of MPI processes and
the number of threads per process. As expected, results show
a substantial decrement in execution time with respect to the
number of the aggregated threads.

Figure 9 shows the speed-up and efficiency of parSMURF:
on x axis of both graphs, threads are counted as “aggregated”,
that is the total number of threads is computed by multiplying
the number of processes by the number of threads assigned to
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Figure 5. Execution time of parSMURF! and parSMURF" on the synthetic datasets synth_1 (left) and synth_2 (right). On x axis, the number of threads for each
MPI process; on y axis, execution time in seconds; experiments are grouped by the number of MPI processes. Black line is the multi-thread version, while orange,
gray, yellow and light blue are the MPI version with 1, 2, 4, and 8 MPI processes.

Table 3. Execution time and speed-up of parSMURF" with synth_1and synth_ 2 datasets. Threads are counted as “aggregated” in the sense
that they are the product of the number of MPI processes with the number of threads for each process. All executions have been performed
with a 10-fold cross-validation setting.

Aggregated threads synth_1time (s) | synth_1 speed-up synth_ 2 time (s) = synth_ 2 speed-up
1 3768.59 - 9981.82 -
2 1910.19 1.97 5020.18 1.99
4 571.56 3.88 2539.10 3.93
8 542.35 6.95 1329.74 7.51
16 288.82 13.05 788.31 12.66
32 248.84 15.18 686.41 14.54

each process. For the evaluation of speed-up and efficiency,
parSMURF! with only one computing thread has been used as
reference for obtaining the computation time of the sequential
version.

The maximum speed-up of parSMURF! is about 17x, with
the execution time decreasing from 97287 seconds of the se-
quential version to 5695 seconds of the multi-threaded version
using 24 cores. The speed-up of parSMURF" is even better, with
a maximum speed-up of 80 x (1181 seconds execution time) ob-
tained using 10 MPI processes with 20 computing threads each.
The graph shows that both parSMURF! and parSMURF" follow
the same trend in the increment of the speed-up, but the multi-
thread version is limited to 24 threads (each one assigned to a
different core), while parSMURF" continues this trend up to 288
threads, reaching a speed-up saturation level of 80x. As just
observed with synthetic data (Figure 7), the efficiency tends to
decrease with the number of aggregated threads.

Summarizing both experiments with synthetic and genomic
data show that parSMURF scales nicely with large data and
achieves a significant speed-up that allows its application to
big data analysis and to the fine tuning of learning parameters.

The speed-up introduced by parSMURF allows the automatic
fine tuning of its learning parameters to improve predictions
on real genomic data. Indeed, as preliminarily shown in [33],
fine tuning of hyperSMURF learning parameters can boost the
performance on real data.

To this end we run parSMURF" on the Cineca Marconi cluster
using auto-tuning strategies to find the best learning param-

eters for both the prediction of pathogenic non-coding SNVs
in Mendelian diseases and for the prediction of GWAS hits that
overlap with a known regulatory element.

We compared the auto-tuned results only with those ob-
tained with the default learning parameters of hyperSMURF,
since our previous studies showed that hyperSMURF outper-
formed other methods, such as CADD [14], GWAVA [27],
Eigen [19] and DeepSea [18] with both Mendelian diseases and
GWAS hits data [30], and, above all, since we are more in-
terested in showing a proof-of-concept of the fact that auto-
tuning of learning parameters may lead to better performances
in a real genomic problem.

Experimental set-up

Generalization performances have been evaluated through an
external 10-fold “cytogenetic band-aware” cross-validation
(CV) setting. This CV technique assures that variants occurring
nearby in a chromosome (i.e. in the same cytogenetic band) do
not occur jointly in the training and test sets and thereby bias-
ing results, since nearby variants may share similar genomic
features [30]. Learning parameters were selected through a
grid search realized through a 9-fold internal CV, that is for
each of the 10 training sets of the external cross-validation,
their 9 ‘cytogenetic band-aware” folds have been used to select
the best learning parameters and to avoid putting contiguous
variants located in the same cytoband both in training and in
the validation set.

This experimental set-up is computationally demanding,
but by exploiting the different levels of parallelism available
for parSMURF" we can obtain a sufficient speed-up to experi-
ment with different hyper-ensembles having different sets of
learning parameters.
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Figure 6. Execution time of parSMURF! and parSMURF" on the synthetic dataset synth_3. Left: on x axis, the number of threads for each MPI process; on y axis,
execution time in seconds. Experiments are grouped by the number of MPI processes. Black line is the multi-thread version, while orange, gray, yellow, light
blue, green and blue are the MPI version with 1, 2, 4, 6, 8 and 10 MPI processes. Right: results are grouped by total number of threads (n.thr x n.proc). When a
combination is obtainable in more than one way only the best time is considered.
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Figure 7. Left: Speed-up of parSMURF' and parSMURF" on the synthetic dataset synth_3. On x axis, the “aggregated” number of threads; on y axis, speed-up.
Right: efficiency of parSMURF with the synthetic dataset synth_3. On x axis, the “aggregated” number of threads; on y axis, efficiency in percentage. Blue line
refers to parSMURF", orange line to parSMURF.

Performances of the prediction are evaluated via the Area Hg Hp
Under the Receiver Operator Characteristic Curve (AUROC) and nParts | {10, 50,100,300} | [10,300]
the Area Under the Precision-Recall Curve (AUPRC). Since data fp 11,2,5,10} (1,10]
are highly unbalanced, we outline that it is well-known that in ratio 11,2,5,10} (1,10]
this context AUPRC provides more informative results [50, 51]. k {5} i5}

nTrees {10, 20,100} [10,100]
mtry {2,5,10} [2,10]

Improving predictions of pathogenic Mendelian variants Table 4. Hyper-parameter spaces for grid search (#,4) and Bayesian

We at first executed hyperSMURF with default parameters optimizer () used for the auto-tuning on the Mendelian dataset.
(specifically: nParts = 100, fp = 2, ratio = 3, k = 5, nTrees = 10
and mTry = 5) in a context of 10-fold cytogentic-band aware

CV, as this experiment is used as reference for the next steps. parSMURE™, one for each fold of the external CV, each one hav-

We tested the auto-tuning feature by performing a grid ing 10 worker processes, with 6 dedicated threads for process-

search over the hyper-parameter space #4 defined in Table 4,
central column. Such hyperspace provides 576 possible hyper-
parameter combinations h € #4. Then, we applied the auto-
tuning strategy based on the Bayesian optimizer, by defining
the hyper-parameter space #;, as in Table 4, right column.

To fully exploit the scalability of parSMURF, we launched the
grid search with the following configuration: 10 instances of

ing the different parts of the partition plus further 4 threads for
each random forest training and testing. Hence, for the grid-
search, we used a total of 2400 CPU cores. Since the Bayesian
auto-tuning procedure is less computationally intensive, we
chose a more conservative approach on resource utilization
for this experimental set-up: we launched one instance of
parSMURF" having 24 worker processes with 16 threads for the
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Figure 8. Execution time of parSMURF! and parSMURF" on the Mendelian data set. Left: on x axis, the number of threads for each MPI process; on y axis, execution
time in seconds. Experiments are grouped by number of MPI processes. Black line is the multi-thread version, while orange, gray, yellow, light blue, green, blue
and brown are the MPI version with 1, 2, 4, 6, 8, 10 and 12 MPI processes. Right: results are grouped by total number of threads (n.thr x n.proc).

partitions and one for the random forest training and testing.
Folds of the external CV are processed sequentially. Therefore,
for the Bayesian optimization set-up we used 384 CPU cores.

At the end of this phase, for each optimization strategy,
parSMURF returns the best hyper-parameter combination for
each fold. We then executed 10 repetitions of the external
CV using the default parameters, 10 using the best hyper-
parameters found by the grid search and 10 using the best
hyper-parameters found by the Bayesian optimizer. Perfor-
mances in terms of AUROC and AUPRC were measured for each
repetition and then averaged.

Performance improvements relative to the above parame-
ter tuning experiments and their execution times are summa-
rized in Table 7. Results in columns 4 and 5 show a signifi-
cant improvement in the prediction performances in terms of
AUPRC using both optimization strategies (Wilcoxon rank sum
test, « = 10~%). On the other hand, AUROC is very high in all
the experiments, confirming that this metric is not sufficient
for the evaluation of prediction performances in the context of
highly unbalanced datasets. Supplementary figures S1 and S2
show the computer ROC and precision-recall curves of both hy-
perSMURF and parSMURF. Also, the Bayesian optimizer proves
to be effective in both improving the prediction performances
and reducing the computational time: although slightly lower,
predictions are comparable to the grid search, but they are ob-
tained at a fraction of the computational power required by the
latter. As a matter of fact, the CPU time required by the entire
grid search counted more than 120k hours, compared to 16k
hours used by the Bayesian optimization strategy.

Table 7 reports average AUROC and AUPRC measured on
the training sets: results show that the ratio between training
and test AUROC or AUPRC is quite similar between hyperSMURF
and parSMURF, and even if, as expected, results on the training
sets are better, they are comparable with those obtained on the
test data. These results show that performance improvement
is not due to overfitting, but to a proper choice of the hyper-
parameters well-fitted to the characteristics of the problem.

To assess whether the difference in performance between
hyperSMURF and parSMURF can be related to their different ca-
pacity of selecting the most informative features, we measured
Spearman correlation between both hyperSMURF and parSMURF
scores with each of the 26 features used to train the hyper-

ensembles for all the examples of the dataset. Table S3 in Sup-
plementary Information reports the correlation between the
true labels of the examples and the predictions obtained by hy-
perSMURF using the default set of hyper-parameters, parSMURF
with the default, grid optimized and Bayesian optimized set of
hyper-parameters. We found that hyperSMURF and parSMURF
achieved very similar Spearman correlation on each feature
(the Pearson correlation between the vectors of Spearman cor-
relations of hyperSMURF and parSMURF is about 0.98). Both
hyperSMURF and parSMURF obtained the largest Spearman cor-
relation coefficients for features related to the evolutionary
conservation of the site (e.g. vertebrate, mammalian and pri-
mate PhyloP scores) and for some epigenomic features (histone
acetylation, methylation and DNAse hypersensitivity). Again,
these results show that it is unlikely that the improved perfor-
mance of parSMURF can be explained through its better capac-
ity of selecting the most informative features, but instead by
its capacity of auto-tuning its learning hyper-parameters and
its capacity to find a model that better fits the data.

In addition, in Table 6 some examples of pathogenic vari-
ants which have been ranked remarkably better by parSMURF
than hyperSMURF are reported. Further details about these vari-
ants are shown in Table S6 of Supplementary Information.

Prediction performances of parSMURF with an independent
Mendelian test set

We collected novel Mendelian pathogenic variants by adding
64 newly positive (pathogenic) non-coding variants manually
annotated according to a comprehensive literature review. We
included only those variations and publications judged to pro-
vide plausible evidence of pathogenicity (Supplementary Table
7). As negatives we used common variants downloaded from
NCBI [52], i.e. variants of germline origin and having a minor
allele frequency (MAF) > 0.01 in at least one major popula-
tion, with at least two unrelated individuals having the minor
allele, where major populations are those included in the 1K
genome project [53]. We selected only those variants that lie
in non-coding regions using Jannovar [54]. The final number
of negatives (about 3 millions of examples) has been randomly
sampled in such a way that the ratio positives/negative in the
original and in the new Mendelian data set used for validation
is approximately the same. Both the positive and negative ex-
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Figure 9. Left: Speed-up of of parSMURF' and parSMURF" with the Mendelian dataset. On x axis, the “aggregated” number of threads; on y axis, speed-up.
Right: efficiency of parSMURF with the Mendelian dataset. On x axis, the “aggregated” number of threads; on y axis, efficiency in percentage. Blue line refers to

parSMURF", orange line to parSMURF®.

amples have been annotated with the same 26 genomic and
epi-genomic features used for the original Mendelian data set.
We trained hyperSMURF and parSMURF on the overall original
Mendelian data set and then we tested the resulting models on
the unseen separated new Mendelian data set used for valida-
tion. Since the new positive set also contains small insertions
and deletions, similarly to [29], to predict the pathogenicity of
the deletions, we used the maximum score of any nucleotide
included in the deleted sequence, while for insertions we used
the maximum score computed for the two nucleotides that sur-
round the insertion. Results with the independent Mendelian
test set show that the models are able to obtain relatively high
AUPRC results, especially when parSMURF is applied, showing
that our models can nicely generalize. Also with this new in-
dependent data set parSMUREF significantly outperforms hyper-
SMURF (Table 5).

Table 5. hyperSMURF and parSMURF (with Grid Search and
Bayesian optimization) prediction performances obtained over a
fully independent Mendelian test set composed by newly annotated
pathogenic variants (positive examples) and common neutral vari-
ants (negative examples).

Model AUROC AUPRC
hyperSMURF 0.945216 | 0.098153
parSMURF- Grid Search 0.941026 = 0.409067
parSMURF- Bayesian optimizaion 0.928158 = 0.192568

Improving predictions of GWAS hits

A similar experimental setup has been employed for improving
the predictions of GWAS hits. At first we executed parSMURF
with the default parameters as reference for the next batches
of experiments. Then, we tested the auto-tuning feature by
performing a grid search over the hyper-parameter space g4
defined in Table 8, central column. Such hyperspace provides
256 possible hyper-parameter combinations h € #4. Next, we
tested the Bayesian optimizer by defining the hyper-parameter
space %, as in Table 8, right column.

Results are shown in Table 9. As for the Mendelian dataset,
AUROC is very high in all experiments. On the other hand, test
results show a significant increase of AUPRC with both auto-

Table 6. Examples of pathogenic Mendelian variants better ranked
by parSMURF with respect to hyperSMURF. The first two columns
report the chromosomal coordinates, while the last two the differ-
ence in ranking between respectively parSMURF with grid search
(H4) and with Bayesian optimizer (%) with respect to hyperSMURF.
The larger the absolute difference, the higher the improvement (see
also Table S6 in Supplementary for more information).

chr pos hS rank -#4 rank | hS rank -H, rank
1 100661453 2308597 169786
3 12421189 663054 421027
X 138612889 194290 111499
13 100638902 70175 69069
6 118869423 63078 55789
16 31202818 50539 103623
12 121416444, 21848 65773

tuning strategy, with the grid search leading a better outcome
than the Bayesian optimizer. Supplementary figures S3 and S4
show the ROC and precision-recall curves of hyperSMURF and
parSMURE.

These results further show that fine tuning of learning pa-
rameters is fundamental to significantly improve prediction
performances, showing also that parSMUREF is a useful tool to
automatically find “near-optimal” learning parameters for the
prediction task under study.

Assessment of the effect on prediction performance of the variants
imbalance across regulatory regions.

As recently pointed out in [28], pathogenic scores predicted
by several state-of-the-art methods are biased towards some
specific regulatory region types. Indeed also with Mendelian
and GWAS data the positive set of variants is located in differ-
ent functional non-coding regions (like 5’UTR, 3’UTR or Pro-
moter) and is not evenly distributed over them. This is also
the case for the negative set (see Supplementary Table S4 and
S5). Because of this imbalance, performances of different cat-
egories are different as already mentioned by Smedley et al.
for the ReMM score on the Mendelian data [29]. It is possi-
ble that our parSMURF parameter optimization will favor dif-
ferent categories because of the number of available positives
and the different imbalance between positives and negatives
across different genomic regions. To show that the optimiza-
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Table 7. Summary of performance improvements obtained by parSMURF by tuning the learning parameters on the Mendelian dataset.
Results are averaged across 10 repetitions of the 10-fold cytoband-aware cross-validation. "AUROC avrg" and "AUPRC avrg'" are averaged
across the 10 folds; standard deviation in brackets. Columns 2 and 3 report AUROC and AUPRC metrics on the training set, columns 4 and

5 report the same metrics evaluated on the test set. Default parameters: nParts 100, fp 2, ratio 3, nTrees 10, mTry 5.

training AUROC mean (std)

0.99958 (0.00005)
0.99986 (0.00009)
0.99989 (0.00011)

Default parameters
Grid search
Bayesian optimizer

Table 8. Hyper-parameter space for Grid search and Bayesian Op-
timization used for auto-tuning parSMURF on the GWAS data set.

Grid-search Bayesian-opt.

nParts {10, 20, 30, 40} [10, 40]
fp {1,2,5,10} [1,10]
ratio {1,2, 5,10} [1,10]
k {5} {5}
nTrees | 110,20,50,100} [10,100]
mtry {30} {30}

tion is robust to this characteristic of the data we compared per-
formances on each genomic category before and after parame-
ter optimization. Variant categories have been defined through
Jannovar [54] using the RefSeq database.

Then we retrained and re-optimized the parameters on a
training set using cytoband-aware cross-validation, where all
categories have the same imbalance by subsampling negatives
to the smallest imbalance of the categories. More in detail, we
used the following strategy: (1) sub-sample the negatives to
the same imbalance in all categories. Mark the variant if it
is in this new subset; (2) partition the whole dataset into 10
folds as done previously; (3) for each training step select only
the previously marked variants of the 9 training folds; (4) sub-
sample the test set using the same categorization and ratios as
in (1). To take into account the variability between runs, we
repeated this process 10 times for the Mendelian dataset and
5 times for the GWAS dataset. Using this strategy both train-
ing and test sets are equally “per region balanced”, so that
category unbalance is kept under control and we can correctly
evaluate whether our approach may unnaturally inflate predic-
tions towards a specific region due to the original per-region
imbalance of both datasets.

Results are shown in Supplementary Figures S5 and S6: for
all variant categories we see a performance gain or similar per-
formance in parSMURF with respect to hyperSMURF for both the
Mendelian and GWAS data set, suggesting that parSMURF is
robust to the categorical composition of the variants. More-
over in the “per region balanced” setting AUPRC results are
systematically better with the Mendelian data set (Supplemen-
tary Figures S5) and quite always better or comparable with
the GWAS data (Figure S6). These experimental results show
that both hyperSMURF and parSMURF can properly handle dif-
ferent imbalances of variant categories, by using "smart" bal-
ancing techniques on the training set able to both balancing
and at the same time maintaining a large coverage of the avail-
able training data. The increase of performance of parSMURF
with respect to hyperSMURF is not driven by the under- or over-
representation of variants belonging to a particular region type,
but by its capacity of automatically fine-tuning the set of its
hyper-parameters, according to the given task at hand.

Analysis of the hyper-parameters

Since we adopted cross-validation techniques to estimate the
generalization performance of the models, we averaged the
best parameters values separately estimated for each fold, in
order to obtain a single set of optimal parameters. Tables S1
and S2 of the Supplementary Information show the sets of best

training AUPRC mean (std)

0.53143 (0.02714)
0.60023 (0.15977)
0.65388 (0.22123)

test AUROC mean (std)
0.99281 (0.00032)
0.98968 (0.00140)
0.99264 (0.00043)

test AUPRC mean (std)

0.42332 (0.00391)
0.47025 (0.00585)
0.46153 (0.00302)

hyper-parameters found by both the optimization techniques
with the Mendelian and GWAS datasets.

Of the 6 hyper-parameters, we noticed that nParts, fp and
ratio are the main factors that drive the performance improve-
ment. Fp and ratio hyper-parameters provide the rebalancing
of the classes. A larger fp value translates into a larger number
of positive examples generated through the SMOTE algorithm
(see Section Methods), thus reducing the imbalance between
positive and negative examples in the training set: Tables S1
and S2 of the Supplementary show that enlarging the ratio of
novel positive examples parSMURF improves results over hyper-
SMURF, and confirm that fine-tuned balancing techniques can
improve the results. The ratio hyper-parameter controls the ra-
tio between negative and positive examples of the training set.
Results in Tables S1 and S2 show that values larger than the de-
fault ones improve performance, since in this way we can both
reduce the imbalance between negatives and positives (for the
Mendelian data sets we move from 36000 : 1 to 10 : 1, and for
GWAS from 700 : 1to0 10 : 1), and at the same time we maintain
a relatively large coverage of the negative data (in each parti-
tion negative examples are sampled in such a way to obtain ten
negatives for each positive of the training set).

The results also show that a larger coverage of nega-
tive examples is obtained by incrementing the nParts hyper-
parameter, since by increasing the number of partitions, less
negatives are discarded. Moreover more random forests are
trained thus improving the generalization capabilities of the
hyper-ensemble. Finally, for the GWAS dataset, the mtry
hyper-parameter plays a fundamental role in the increment of
the performance, due to the high number of features of the
dataset. Overall, the analysis of the hyper-parameters con-
firms that their fine tuning is fundamental to improve the per-
formances of the hyper-ensemble.

In this paper we presented parSMURF, a High Performance Com-
puting tool for the prediction of pathogenic variants, designed
to deal with the issues related to the inference of accurate pre-
dictions with highly unbalanced datasets. We showed that hy-
perSMURF, despite its encouraging results with different ge-
nomic data sets, suffers from two major drawbacks: a very de-
manding computing time and the need of a proper fine tuning
of the learning parameters. The proposed parSMURF method
provides a solution for both problems, through two efficient
parallel implementations - parSMURF! and parSMURF" - that
scale well with respectively multi-core machines and multi-
node HPC cluster environments.

Results with synthetic datasets show that parSMURF scales
nicely with large data sets, introducing a sensible speed-up
with respect to the pure sequential version. Especially for large
data sets, as expected, we should prefer the hybrid MPI-multi-
thread version parSMURF", while for relatively smaller datasets
we can obtain a reasonable speed-up also with the pure multi-
thread version parSMURF! that can run also with a off-the-
shelf laptop or desktop computer, by exploiting the multi-core
architecture of modern computers.
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Table 9. Summary of the performance improvements obtained by parSMURF by tuning its learning parameters with the GWAS Catalog
dataset. Results are averaged across 10 repetitions of the 10-fold cytoband-aware cross-validation. "AUROC avrg" and "AUPRC avrg" are
averaged across the 10 folds. Default par: nParts 100, fp 2, ratio 3, nTrees 10, mTry 5.

AUROC average

Default parameters 0.99426
Grid search 0.99459
Bayesian optimizer 0.99346

parSMURF features two different and both effective strate-
gies for the auto-tuning of the learning parameters: the first
is based on an exhaustive grid search which proves to be ef-
fective in finding the best combination of hyper-parameters
in terms of maximizing the AUPRC rating, but turns out to
be very computing intensive. The other strategy is Bayesian
optimization based and aims to find a near-optimal hyper-
parameter combination in a fraction of time compared to the
grid search strategy. Experimental results with Mendelian dis-
eases and GWAS hits in non-coding regulatory regions show
that parSMURF can enhance hyperSMURF performance, confirm-
ing that fine-tuning of learning hyper-parameters may lead to
significant improvements of the results.

The high level of parallelism of parSMURF, its autotuning
hyper-parameters capabilities and its easy-to-use software in-
terface allow the user to apply this tool to ranking and classi-
fication problems characterized by highly imbalanced big data.
This situation commonly rises up in Genomic Medicine prob-
lems, since only a small set of “positive” examples is usu-
ally available to train the learning machines. For this reason
parSMURF can be a useful tool not only for the prediction of
pathogenic variants, but also for any imbalanced ranking and
classification problem in Genomic Medicine, provided that suit-
able big data are available for the problem at hand.

Project name: ParSMURF

Project home page: https://github.com/AnacletoLAB/parSMURF
GitHub repository: https://github.com/AnacletoLAB/parSMURF
SciCrunch RRID: SCR_017560

Operating system(s): Linux

Programming language: C++, Python 2.7

Requirements for parSMURF!: Multi-core x86-64 processor,
512 MB RAM, C++ compiler supporting OpenMP standard.
Requirements for parSMURF": Multi-core x86-64 processor,
1024 MB RAM, implementation of MPI library (i.e. OpenMPI
or IntelMPI) installed on each node of the cluster, a reasonably
fast interconnecting infrastructure.

License: GNU General Public License v3

Datasets used for the assessment of scalability and prediction
quality are available at the following page of the Open Science
Foundation project: [55]. Supplementary Information with de-
tailed experimental results are downloadable from the Giga-
Science website.

AUPRC: Area Under the Precision-Recall Curve

AUROC: Area Under the Receiver-Operating-Characteristic
Curve

CADD: Combined Annotation-Dependant Depletion

AUROC stdev

AUPRC average | AUPRC stdev

0.00169 0.48058 0.07138
0.00174 0.72533 0.03616
0.00193 0.71945 0.03675

CV: Cross-Validation

FATHMM-MKL: Functional Analysis through Hidden Markov
Models and Multiple Kernel Learning

G/C content: Guanine-Cytosine content

gkm-SVM: Gapped k-mer Support Vector Machine
GWAS: Genome-Wide Association Study

GWAVA: Genome Wide Annotation of Variants

ML: Machine Learning

MPI: Message Passing Interface

NGS: Next Generation Sequencing

OpenMP: Open Multi-Processing

RF: Random Forest

SLURM: Simple Linux Utility for Resource Management
SMOTE: Synthetic Minority Over-Sample technique
SNV: Single Nucleotide Variants

UTR: Untraslated Region
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