Functional brain segmentation using inter-subject correlation in fMRI

Jukka-Pekka Kauppi\textsuperscript{a,b,}, Juha Pajula\textsuperscript{c,}\textsuperscript{∗}, Jari Niemi\textsuperscript{c}, Riitta Hari\textsuperscript{d}, Jussi Tohka\textsuperscript{e,f,}\textsuperscript{∗}

\textsuperscript{a}University of Jyväskylä, Department of Mathematical Information Technology, Finland
\textsuperscript{b}University of Helsinki, Department of Computer Science and HIIT, Finland
\textsuperscript{c}Department of Signal Processing, Tampere University of Technology, Finland
\textsuperscript{d}Department of Art, Aalto University, Helsinki, Finland
\textsuperscript{e}Department of Bioengineering and Aerospace Engineering, Universidad Carlos III de Madrid, Leganes, Spain
\textsuperscript{f}Instituto de Investigación Sanitaria Gregorio Maraño, Madrid, Spain

Abstract

For a long time, neuroscientists have studied the human brain functions under an assumption that brain mechanisms are similar across a group of subjects under study. In real life, however, individuals process information more or less differently. To facilitate understanding of complex, natural processing of the brain, we present an exploratory data analysis approach called functional segmentation inter-subject correlation analysis (FuSeISC). The method provides a new type of functional segmentation of the brain characterizing not only brain areas with similar processing across subjects but also areas in which processing across subjects is different. We tested FuSeISC using functional magnetic resonance imaging (fMRI) data sets collected during traditional block-design stimuli (37 subjects) as well as naturalistic auditory narrative stimuli (19 subjects). The method identified spatially coherent clusters in various cortical areas with neuroscientifically plausible interpretations. Our results suggest FuSeISC as an interesting approach for exploratory analysis of human brain fMRI.
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1. Introduction

Traditionally, neuroimaging studies have utilized highly controlled experimental stimuli to study human brain functions. While these studies have been useful in providing answers for certain key functions of the brain, these studies do not resemble natural processing of the brain in daily life situations, where the brain continuously processes massive amounts of rich input information collected through different senses. In recent years, there has been a paradigm shift in neuroscience to conduct more naturalistic experiments better mimicking daily life situations to better understand complex processes of the brain.

While the amount of complex neuroimaging data sets collected in naturalistic experiments is increasing, a major bottleneck in these studies is the lack of proper analysis methods. So far, one of the most promising approaches to analyze complex functional magnetic resonance imaging (fMRI) data sets collected under naturalistic experiments has been so called inter-subject correlation (ISC) analysis [1]. ISC analysis has been used in many fMRI studies using naturalistic stimuli, such as movies/video [1, 2, 3, 4] and music [5, 6]. ISC-based analysis approach is conceptually simple, involving voxel-wise computation of correlation coefficients between time series of all subjects. Once the correlation coefficients have been computed across all participants exposed to an identical time-varying stimulus sequence, subject-pairwise correlation coefficients for each voxel can be averaged and subsequently thresholded to obtain brain maps indicating which regions exhibit ISC during the stimulus [7, 8]. A major strength of the ISC-based analysis is that the method can detect activated brain areas without modeling the expected hemodynamic response elicited by the stimuli [9].

Despite its benefits, the current ISC-based analysis techniques have several limitations. For example, similarly to model-based brain-mapping methods, such as those based on a general linear model (GLM: [10]), a conventional ISC-based mapping assumes that brain mechanisms are similar across subjects. In
real life, however, individuals process identical sensory information more or less
differently. It is likely that processes supporting higher-order brain functions
are more variable than certain mechanisms of low-level sensory processing [11].
Therefore, a conventional ISC approach based on the averaging of correlation
coefficients across all pairs of subjects finds high ISC values in sensory projection
areas but may completely lose ISC in higher-order brain areas due to high inter-
subject variability [12]. Such areas may contain active processing in different
individuals, but these areas remain undetected due to averaging.

To better understand brain functions in areas where processing across sub-
jects is variable (and average ISC may be low), improved analysis methods are
needed. To this end, we propose analyzing the extent of variation in ISCs in
addition to average ISCs: high variation in subject-pairwise correlation values
is interesting because it suggests that some subjects share similar brain activity
(high correlation) whereas some subjects do not (low or negative correlation).
Instead, low variation in ISCs in the areas of low average ISC probably re-
fects noise since all subject-pairwise correlation values are close to zero in this
case. This interpretation of ISC-based variability differs from traditional inter-
pretation of variability in neuroimaging studies, where inter-subject variation is
considered as noise. However, recent studies suggest that individual variability
provides meaningful information that can help understanding complex processes
and development of the brain [13, 14, 15, 16].

Another limitation of the conventional ISC approach is that it is univariate,
meaning that it provides only voxel-wise information about the extent of the
ISCs during a single fMRI time series. Multivariate methods, which are capable
of integrating information across multiple voxels and consider several fMRI time
series acquired during distinct stimuli, thus dividing the brain into functionally
distinct segments\(^1\), would be highly useful to provide additional insights into
the spatial organization of the ISC.

We propose a multivariate approach to analyze the extent and variability of

\(^1\)We use terms “cluster” and “functional segment” interchangeably.
ISCs across the brain. The method is called functional segmentation ISC analysis (FuSeISC).\(^2\) FuSeISC combines cluster analysis with ISC features extracted from multiple fMRI time series of multiple subjects, providing novel functional segmentation of the human brain. The fMRI time series can be either from separate experiments, separate runs within the same experiments, or extracted from selected time intervals of a longer fMRI experiment (for example, corresponding the scenes of a movie or an audio drama). FuSeISC takes both the extent and variability of the ISCs within the time series into account and performs the segmentation without a priori knowledge of the expected hemodynamic response due to stimulus. Moreover, FuSeISC does not constrain segmentation by any anatomic brain subdivision, allowing finding simultaneously both small clusters as well as anatomically dispersed larger functional network-like clusters. Finally, unlike many other segmentation/clustering methods, FuSeISC does not depend on selection of ad hoc user parameters, thereby making the method easy and straightforward to use.

The FuSeISC method described in this paper won the Study Forrest Real Life Cognition Challenge\(^3\) [17] where the goal was to propose novel ways of analyzing complex fMRI data sets acquired under naturalistic stimulation. Here, we present the details of the algorithm and validate the technique more thoroughly with different data sets. FuseISC has been integrated to the ISC toolbox [18] and is freely available at https://www.nitrc.org/projects/isc-toolbox/.

2. Materials

2.1. ICBM Functional Reference Battery data

The fMRI data collected during Functional Reference Battery (FRB) tasks developed by the International Consortium for Human Brain Mapping (ICBM) [19] was used for the evaluation of the method and for the construction of

---

\(^2\)In addition to the term “functional segmentation”, the term “functional parcellation” is often used for division of the brain into functionally distinct areas.

the simulated dataset described in the next subsection. The block-design FRB
tasks are a set of behavioral tasks designed to reliably produce functional land-
marks across subjects and as such they are ideal for the validation of functional
segmentation methods. We have previously used the same data for other exper-
iments and details of the data and experiments are provided in [9, 20], but, for
convenience, we provide a short description here.

The FRB fMRI data were obtained from the ICBM database in the Image
Data Archive of the Laboratory of Neuro Imaging. The ICBM project (Princi-
pal Investigator John Mazziotta, M.D., University of California, Los Angeles)
is supported by the National Institute of Biomedical Imaging and BioEngineer-
ing. ICBM is the result of efforts of co-investigators from UCLA, Montreal
Neurological Institute, University of Texas at San Antonio, and the Institute of
Medicine, Jülich/Heinrich Heine University, Düsseldorf, Germany.

We extracted from the database the images of 41 right-handed subjects
who had fMRI measurements for five FRB tasks: (1) auditory naming (AN)
task, where the subject silently named objects that were verbally described;
external ordering (EO) task, where the subject after a delay period (and thus
relying on working memory) kept track of the abstract designs on the screen;
(3) hand imitation (HA) task where the subject had to out his own hand into
postures presented in pictures; (4) oculomotor (OM) task where the subject
made saccades to target locations; and (5) verb generation (VG) task where
the subject generated a verb that corresponded to an object presented on the
screen. The detailed definitions of the five FRB tasks are available in the FRB
software package\(^4\) and in [9].

We discarded four subjects in a pre-screening phase because of poor data
quality for at least one task in the battery. Thus, our final data set consisted of
measurements from 37 healthy right-handed subjects (19 men and 18 women;
mean age was 28.2 years and the age range 20–36 years). The functional fMRI
data were collected with a 3 T Siemens Allegra FMRI scanner and the anatom-

\(^4\)http://www.loni.usc.edu/ICBM/Downloads/Downloads_FRB.shtml
ical T1 weighted MRI data with a 1.5 T Siemens Sonata scanner. The TR/TE
times for the functional data were 4 s/32 ms, flip angle 90°, pixel spacing 2 mm
and slice thickness 2 mm. The acquisition parameters for the anatomical T1
data were 1.1 s/4.38 ms, 15°, 1 mm and 1 mm, correspondingly. Preprocessing
was performed by a standard FSL preprocessing pipeline including Gaussian 5
mm full width at half maximum (FWHM) spatial filtering. For more details,
see [9].

2.2. Simulated data

We generated synthetic fMRI data sets based on the ICBM data described
above. Similarly to the experimental ICBM data, the simulated data consisted
of five FRB tasks (AN, EO, HA, OM, and VG) from 37 subjects. The purpose
of simulated data was to validate the functional segmentation method quanti-
tatively when the true functional segmentation is fully known.

In the simulated data sets and for each task separately, every voxel was de-
dined either as “activated” or “non-activated”. Thus, any voxel was character-
ized by a 5-element binary vector creating $2^5 = 32$ distinct functional segments.

Voxels were selected as “activated” according to the binarized statistical maps
of the GLM analysis performed for the empirical ICBM data sets in [9] (thresh-
olded at voxel-wise false discovery rate (FDR) corrected threshold $q = 0.001$). A
simulated hemodynamic signal was included in the time series of the activated
voxels. The signal was identical to the one used as a model in the GLM analysis
of the data (see [9]), i.e., a boxcar convolved with a canonical hemodynamic
response function (HRF). These signals were then corrupted by pink 1/f noise
which was generated according to [21]. Signal-to-noise-ratio (SNR) was 0.02,
which was quantified on the basis of the boxcar function before the convolution
with the canonical HRF. All brain areas outside the activated regions contained
only noise.

The simulation procedure was identical for every 37 simulated data sets
and FRB tasks. We ignored anatomical and effect size variations between the
subjects. Moreover, since the original empirical data sets were registered to the
MNI-152 coordinate space, we did not perform registration or motion correction as preprocessing. The preprocessing only included Gaussian 5 mm FWHM spatial filtering.

2.3. StudyForrest data

To demonstrate FuSeISC method with naturalistic stimulation, we analyzed fMRI data sets of 19 subjects provided by the organization committee of the StudyForrest project and data challenge. The details of the experiment, data collection and preprocessing are provided by [17]. In brief, the participants listened to a German sound track (Koop, Michalski, Beckmann, Meinhardt & Benecke, produced by Bayrischer Rundfunk, 2009) of the movie “Forrest Gump” (R. Zemeckis, Paramount Pictures, 1994) as broadcast as an additional audio track for visually impaired listeners on Swiss public television.

The audio content was largely identical to the dubbed German sound track of the movie, including the original dialogues and environmental sounds, but then added by interspersed narrations by a male speaker who described the visual contents of the scenes. As detailed by [17], the participants listened to the movie sounds using custom-built in-ear headphones designed to maximize comfort during the scanning. T2-weighted echo-planar images (gradient-echo, 2s TR, 22 ms echo time 0.78 ms echo spacing, generalized autocalibrating partially parallel acquisition (GRAPPA)) were acquired during stimulation using a whole-body 7T Siemens MAGNETOM scanner. 36 axial slices (thickness 1.4 mm 1.4 x 1.4 mm in-plane resolution 224 mm field-of-view, anterior-to-posterior phase encoding direction) with 10% interslice gap were recorded in ascending order. Slices were oriented to include the ventral portions of frontal and occipital cortex while minimizing the intersection with the eyeballs.

The entire data set consisted of 8 runs (about 15 min each) for each subject from which we selected five highly attractive audio segments for our analysis. We ranked the attractiveness of the clips based on a simple internet survey of the corresponding video clips (that the subjects did not see) on online video services such as YouTube and movie discussion forums. The time points used
to create the five clips are listed in supplementary material (Section 1, Table S1). The exact data set for the analysis was extracted from the original preprocessed linear anatomical alignment set of the StudyForrest data. In addition to preprocessing performed by [17], we included Gaussian spatial filtering with isotropic 3 mm FWHM.

3. Methods

The FuSeISC method consists of two main steps:

1. Feature extraction (Section 3.1): Given $M$ fMRI time series of $N$ subjects, $2M$ ISC-based features are extracted for each voxel as illustrated in Fig. 1.

2. Clustering (Section 3.2): Feature vectors of the voxels are clustered to form the functional segmentation of the brain.

These steps together with the performance evaluation metrics used will be described next.

3.1. Feature extraction

Functional segmentation has been typically performed individually for each subject based on the individual fMRI time series, and the individual clustering results have been combined in a subsequent stage to form group-level cluster maps (see, e.g., [22]). We propose a different approach in which we directly integrate information across subjects by computing subject-pairwise ISCs from multiple temporally distinct time series and extracting features from them. Two types of ISC statistic/features are extracted from selected time-series: 1) mean and 2) variability of subject-pairwise correlations. The use of both mean and variability features is useful because they provide complementary information about processing in different brain regions during selected time-series (e.g. video/audio clips) of interest. For instance, high mean ISC alone suggests that processing is coherent among subjects (subject-pairwise correlations have systematically high values) whereas low mean and low variability in ISCs (subject
Figure 1: Illustration of the feature extraction in FuSeISC for one arbitrary voxel located at a coordinate \((x,y,z)\). At first, \(M\) ISC matrices are independently computed based on the fMRI time series of \(N\) subjects. In our study, the total number of time series was \(M = 5\), corresponding to the total number of tasks (ICBM data) or movie clips (StudyForrest data) of interest. From each \(N \times N\) ISC matrix, two features, mean and variability, are extracted using the Jackknife procedure. These features are stacked into a single feature vector \(f_{xyz}\), whose dimension is \(2M\). This procedure is repeated for each brain voxel to obtain altogether 228,483 and 449,612 feature vectors for cluster analysis, corresponding to the ICBM and StudyForrest data, respectively.
pairwise correlation values are likely close to zero) is less interesting and may simply indicate noise. On the other hand, low mean and high variability in ISCAs (both high and low subject-pairwise correlations are present) suggests active processing together with high inter-individual differences. This information cannot be discovered using traditional ISC methods relying on mean information.

In more detail, feature extraction was performed separately for each voxel across the brain using the ISC toolbox \[18\] as described in Figure 1. For each of \(M\) time series, we computed correlation coefficients between the time series of all subject pairs, leading to \(N \times N\) ISC matrix for each time series, where \(N\) is the number of subjects. For instance, the fMRI data sets of the Forrest study were divided in \(M = 5\) distinct time series, corresponding to the five scenes of interest (see Section 2.3 on how the most interesting scenes were selected). The ISC features were computed based on the ISC matrices. First, the means of subject-pair-wise correlation coefficients, i.e., \textit{mean ISC features}, were computed:

\[
\bar{r}(m) = \frac{1}{N(N-1)/2} \sum_{i=1}^{N} \sum_{j=2, j>i}^{N-1} r_{ij}(m), \tag{1}
\]

where \(r(m)\) denotes a group-level ISC in a given voxel (a voxel index is omitted for clarity) for time series \(m\) and \(r_{ij}(m)\) is the correlation coefficient between \(m\)th fMRI time-courses of subjects \(i\) and \(j\). Note that because \(r_{ii}(m) = 1\) and \(r_{ij}(m) = r_{ji}(m)\), it is sufficient to compute correlation coefficients across \(N(N-1)/2\) subject pairs (instead of \(N^2\) pairs). Such pairwise averaged ISC is a common way to represent ISC maps \[18\]. We computed \textit{variability ISC features} using a leave-one-subject-out Jackknife procedure similar to that applied by \[20\]. More specifically, we first computed mean ISC values so that each subject was left out from the original sample one at a time. This procedure corresponds to the computation of the \(N\) mean ISC values, termed \textit{pseudovalues}, for \(i=1,2,\ldots,N\), so that \(i\)th row and \(i\)th column in the ISC matrix are left out one at a time. The Jackknife standard error estimate was then computed.
as standard deviation of the pseudovalues multiplied by $\sqrt{N-1}$. With simple algebraic manipulation, it can be shown that this procedure corresponds to computing

$$\hat{r}_J(m) = \frac{2}{(N-2)} \sqrt{\frac{N-1}{N} \sum_{i=1}^{N} (\bar{r}_i(m) - \bar{r}(m))^2},$$

(2)

where $\bar{r}_i(m) = \frac{1}{N-1} \sum_{j \neq i} r_{ij}(m)$. Finally, the mean and variability features were combined into the feature vector

$$f = [\bar{r}(1), \hat{r}_J(1), \ldots, \bar{r}(M), \hat{r}_J(M)]^T.$$

Our approach does not only reduce the dimension of the original data set drastically but allows for novel interpretation of group fMRI data sets. The supporting idea is that the voxels showing similar mean and variability statistics in ISCs for each time-series of interest belong to the same functional segment. This way, the brain can be divided in different regions such as in those having high mean and high variability in ISCs, and those having low mean and high variability in ISCs. Because time-series of interest have different characteristics in ISCs, it is likely that clustering based on all the continuous-valued ISC features reveals multiple brain areas with specific ISC characteristics. It is insightful to analyze these found segments together with their specific ISC characteristics.

3.2. Robust functional segmentation algorithm

Gaussian mixture model

After the feature extraction, we learned a Gaussian mixture model (GMM) to cluster the ISC features. GMM provides a principled way of performing the functional segmentation under the assumption that the ISC features form clusters which follow a Gaussian distribution. Importantly, we did not impose any spatial constraints on our model, meaning that functional segments need not be spatially contiguous but can consist of several spatially disjoint “subclusters”. The model is given by [23]:

$$f = [\bar{r}(1), \hat{r}_J(1), \ldots, \bar{r}(M), \hat{r}_J(M)]^T.$$
\[ p(f|\theta) = \sum_{i=1}^{C} u^{(i)} g\left( f|\mu^{(i)}, \Sigma^{(i)} \right), \quad (3) \]

where \( C \) is the total number of clusters, \( f \in \mathbb{R}^{2M} \) feature vector described in the previous section, \( \theta \) denotes all the parameters of the model, \( u^{(i)} \in [0, 1] \), \( \sum u^{(i)} = 1 \) are mixture weight parameters, and \( g\left( f|\mu^{(i)}, \Sigma^{(i)} \right) \) are multivariate Gaussian component densities with the mean \( \mu^{(i)} \) and the covariance \( \Sigma^{(i)} \). Because a multivariate Gaussian distribution can be fully described by its mean and covariance matrix, the unknown parameters of the GMM are \( \theta = \left\{ u^{(i)}, \mu^{(i)}, \Sigma^{(i)} \right\} \), for \( i = 1, 2, \ldots, C \). The elements of \( \mu^{(i)} \in \mathbb{R}^{2M} \) are given by \( \mu^{(i)}_j \) and the elements of \( \Sigma^{(i)} \in \mathbb{R}^{2M \times 2M} \) are given by \( \sigma^{(i)}_{ji} \). We estimated the maximum likelihood solutions for these parameters using the expectation maximization (EM) algorithm [24, 23] implemented in the Statistics Toolbox of the Matlab.

**Finding initial model**

A major difficulty with the GMM-based clustering is that the quality of the clustering is highly dependent on a selected initial model [25, 26]: if the mean vectors of the Gaussian components are not initially near true cluster mean values, the EM algorithm converges towards a suboptimal solution and easily misses interesting clusters in the data\(^5\). Another problem is that the total number of clusters \( C \) in the GMM is hard to determine because well-known model selection criteria, such as the Bayesian information criterion (BIC), tend to overestimate the total number of clusters in complex fMRI data sets [27].

To overcome these problems, we propose restricting a set of initial candidate models \textit{a priori} to meaningful ones based on local structures in the data. Besides accuracy, prerequisites for the algorithm are computational and memory efficiency, because we run segmentation across all the brain voxels (the number

\(^5\)This difficulty follows from the non-convexity of the maximum likelihood cost function to be minimized and every local optimization algorithm (including gradient methods) have this problem.
of brain voxels was 228,483 for the ICBM data and 449,612 for the StudyForrest data. Here is a summary of the algorithm:

- Compute a $k$-nearest neighbor ($k$-NN) list for each data point.
- Compute a weighted shared nearest neighbor (SNN) graph [28] of the data based on the $k$-NN list. In the SNN graph, two data points are connected only if they belong to each others’ nearest neighbor lists.
- From this graph, extract a high number of subgraphs by sparsification.
- Compute mean vectors of the connected components in each subgraph. This leads to multiple sets of GMM mean vector candidates.
- Choose a best set of initial mean vectors and estimate corresponding covariance matrices according to a minimum distance rule.

See Appendix A.1 for more details. The method was validated against state-of-the-art-algorithms, such as Ward’s method [29], $K$-means [30], $K$-means++ [31] and Affinity propagation [32]. The validation results are presented in supplementary material (Section 3).

The proposed method is dependent on a single user parameter: a neighborhood size $k$. This parameter describes how many neighboring feature vectors (voxels) are used to form the SNN graphs. A choice of $k$ affects the total number of clusters indirectly: Smaller values of $k$ lead to large number of small clusters and thus can describe fine details in the original data. However, too detailed segmentation is difficult to analyze visually. Larger values of $k$ lead to a lower number of clusters but more details in the data are lost. Thus, a choice of $k$ is a compromise between fine-graininess and interpretability of the findings. In this sense, $k$ is not an ad hoc parameter but rather determines granularity level of the analysis.

We selected $k$ based on the following analysis: at first, we run FuSeISC for several values of $k$. Then, we plotted the total number clusters as a function

---

6It is important to note that the connected components of the SNN graph are found in a feature space and not in a spatial domain and this way a single cluster may consist of multiple spatially connected components (subclusters).
of $k$ and select a value from the region where the number of clusters remains relatively constant (see Section 4 in supplementary material for validity of this approach using synthetic data). To confirm that the selected $k$ value was appropriate, we also computed the similarity (using the adjusted rand index ARI; see Section 1 in supplementary material) between all FuSeISC solutions constructed from different values of $k$. In the constructed “stability matrix”, we looked for stable region of high ARI values, because in this region the segmentation results were similar irrespective of the choice of $k$. As a final solution, we picked $k$ from the region which shows stability in terms of both the total number of clusters and ARI.

3.3. Code availability

FuseISC has been integrated to the ISC toolbox [18] and is freely available at https://www.nitrc.org/projects/isc-toolbox/.

4. Results

4.1. Spatial organization of the clusters

It is insightful to compare FuSeISC results with “conventional” univariate ISC results. For this purpose, we computed conventional ISC maps across each five clip of interest for the StudyForrest data using the ISC toolbox [18]. Thresholds for statistical significance were determined using a resampling procedure implemented in the toolbox. The thresholds were multiple comparison corrected across the voxels using the FDR ($q < 0.001$). Figure 2(A) shows three axial slices of the ISC map computed across the Clip0. Here, a colormap denotes an average ISC computed across all subject-pairwise ISCs. The highest ISC is visible in the auditory cortex, which is natural because the stimuli was provided auditorily. Interestingly, however, also frontal cortex shows statistically significant ISC. Figure 2(B) provides an overview of the ISCs elicited by all the five clips. In this representation, red color denotes statistically significant ISC during Clip0, green color shows statistically significant ISC during Clip1, and
so on. (When several clips elicited significant ISC in the same voxel, the color code corresponding to the clip with the highest ISC is shown.) All the clips revealed statistically significant ISC in the auditory cortex, but spatial location of ISCs also partly varied depending on the clip. For instance, Clip0 showed ISC in frontal regions whereas Clip2 showed ISCs in the visual cortex.

Figure 2(C) shows a FuSeISC map of the same data using a neighborhood size parameter \( k = 230 \) after discarding irrelevant clusters (see Section 4.3 how we selected neighborhood sizes for the StudyForrest and ICBM data and discarded irrelevant clusters). As conventional ISC mapping simply provides information which voxels show statistically significant average ISC across subject pairs for different clips, FuSeISC segments the brain into functionally distinct clusters. These clusters are formed on the basis of both average and variability features of the subject-pairwise ISCs extracted from each clip. Each cluster is shown in different color, and the names of the brain regions corresponding to the center of mass of the clusters are listed next to the colorbar. Clusters are organized in the decreasing order of the overall ISC of the clips. The names of the largest and the second largest subclusters are provided.\(^7\) For a more comprehensive listing of brain regions for each cluster, see supplementary material (Section 1, Table S4).

FuSeISC provided physiologically feasible functional division, with clusters in auditory and visual cortices. Many of the clusters were spatially contiguous and/or symmetric between the hemispheres, suggesting that clusters characterize neuroscientifically plausible information instead of noise. Interestingly, FuSeISC revealed brain areas that remained undetected by the conventional ISC. For instance, a frontal region covered by cluster #13 was not covered by ISC maps of the individual clips in Fig. 2(B). Thus FuSeISC seemed to be more

---

\(^7\)Because spatial constraints are not used in FuSeISC, each found cluster in a feature space can consist of more than one spatially disjoint subclusters. The name of the second largest subcluster is reported only when the actual cluster consists of at least two spatially disjoint subclusters whose sizes are greater than 100 voxels. Moreover, if the center of mass is located in white matter or non-specified brain area, the largest cortical brain region intersecting with the cluster is reported instead of the location of the center of mass.
sensitive than the conventional ISC mapping for detecting activated brain areas. Moreover, FuSeISC finds these areas in a fully data-driven manner without the requirement for selecting a threshold value for statistical significance.

Figure 3 provides a more comprehensive view of the FuSeISC results. Figure 3(A) shows the clusters of the ICBM data. Visual cortices were segmented to multiple areas, similarly as by applying independent component analysis (ICA) to fMRI data obtained during natural viewing [33], with different segments for foveal and peripheral vision, for example. Separate clusters also covered the intraparietal sulcus bilaterally, V5, extrastriatal body area, and parahippocampal space area. Interestingly, the segmentation also seemed to delineate parts of the resting-state network (with the nodes of the “default-mode network” in posterior parietal cortex and medial prefrontal cortex).

Figure 3 (B) shows the clusters of the StudyForrest data. Interestingly, the clustering along the perisylvian region showed subsegmentation of the segmentation using ICBM data. For example, the supratemporal auditory cortex was separated from the larger perisylvian cluster, as well as from a cluster in the temporoparietal junction. Even in these data, the reactivity of mesial “default-mode network” showed up (see also [34]).

In general, the found patterns in both the ICBM and StudyForrest data covered large parts of both the convexial and mesial cortex. The clusters seemed physiologically feasible, crudely resembling, e.g., the patterns previously seen with ICA of various tasks. Many clusters were bilaterally symmetric. As the StudyForrest data was of higher resolution and smoothing kernel had smaller FWHM than with ICBM data, some of the clusters were more fragmented spatially than the clusters of the ICBM data, but the clusters still formed clear spatial patterns in the cortex. The complete 3D spatial maps of clustering results are available in the NeuroVault service [35] at http://www.neurovault.org/collections//PXNGFJTL/.
Figure 2: Comparison between conventional ISC and FuSeISC results for the StudyForest data: (A) ISC map of the Clip0, (B) Integrated ISC map of the five clips, and (C) FuSeISC map of the five clips. The axial slices are presented in millimeters in the MNI coordinates. The ISC maps were FDR corrected at $q < 0.001$ across all the voxels. FuSeISC does not require threshold selection, but clusters located dominantly over cerebral white matter, brain-stem, or ventricular areas were discarded. Note how FuSeISC found spatially meaningful segmentation and revealed more brain areas than conventional univariate ISC mapping.
Figure 3: Functional segmentation of the (A) ICBM and (B) StudyForrest data by FuSeISC. The axial slices are presented and labeled with millimeters in the MNI coordinates. For the abbreviations of the brain region names and the spatial coordinates of the cluster centers, see supplementary material (Section 1, Tables S2-S4).
4.2. ISC information of the clusters

Figure 4 shows cluster-specific ISC information (mean and across subject pair variability) obtained by the FuSeISC. Figure 4(A) shows the values of mean ISCs feature (cluster average vectors) \( \mu_j^{(i)} \), \( j = 1, 3, 5, 7, 9 \), for each cluster \( i \) as colored bar plots for the ICBM data. Specific colors in the bar graphs correspond to different tasks (AN, EO, HA, OM, VG) and the heights of the bars correspond to the values of the mean ISC features. Error bars denote the standard deviations \( \sigma_{jj}^{(i)} \) of the clusters obtained from the learned covariance matrices (these should not be confused with the variance ISC features). The clusters with the highest mean ISC were located around the occipital cortex. Note how the AN (red color) task elicited less ISC than the other tasks in nearly all clusters. The major exception is the cluster located in auditory regions (#12 PTemporal.L, STGpos.R), where ISCs of the AN task were dominant in contrast to the other tasks. This is physiologically plausible because AN was the only task in which the stimuli were presented auditorily. In a similar fashion, the HA (blue color) task exhibited dominant ISCs in the cluster #10 (PoG.L, PrG.R). This is physiologically plausible, because the cluster is located around the sensorimotor strip. Figure 4(B) shows the corresponding plot for the StudyForrest data for the five clips of interest. The clusters with the highest mean ISC were located in the auditory cortex.

Figures 4(C) and 4(D) show the corresponding bar graphs for the ISC variability features: \( \mu_j^{(i)} \), \( j = 2, 4, 6, 8, 10 \). Clearly, for the ICBM data, variability in ISC (see Fig. 4(C)) decreased together with the mean ISC (see Fig. 4(A)). In fact, the correlation coefficient between the mean and variability feature across clusters was very high (0.94), indicating that the variability features did not add important information to mean ISC features for simple block design data. For the StudyForrest data, situation is different: variability in ISCs was considerably higher and the correlation between ISC variability and mean feature values was much lower (0.75) than in the case of ICBM data. These findings are interesting, suggesting that variability in ISCs contain meaningful information in fMRI data sets collected in naturalistic experiments.
Figure 4: Cluster-specific information extracted from the estimated distribution parameters of the GMM: (A) ISC mean of the ICBM data, (B) ISC mean of the StudyForrest data, (C) ISC variability of the ICBM data, and (D) ISC variability of the StudyForrest data. See Table S2 in supplementary material for the abbreviations of the brain region names. The values of the model parameters are stacked on top of each other with different colors corresponding to tasks/clips of interest. Clusters are organized in the decreasing order of the mean ISC and their names and colors correspond to Fig. 3. Both data sets contain clusters with widely different mean ISCs. For the ICBM data, ISC variability is low and highly correlated with the mean ISC data across clusters. For the StudyForrest data, ISC variability is much higher and provides complementary information for ISC mean. This underlines the usefulness of FuSeISC in the analysis of fMRI data collected in naturalistic experiments.

Figure 4: Cluster-specific information extracted from the estimated distribution parameters of the GMM: (A) ISC mean of the ICBM data, (B) ISC mean of the StudyForrest data, (C) ISC variability of the ICBM data, and (D) ISC variability of the StudyForrest data. See Table S2 in supplementary material for the abbreviations of the brain region names. The values of the model parameters are stacked on top of each other with different colors corresponding to tasks/clips of interest. Clusters are organized in the decreasing order of the mean ISC and their names and colors correspond to Fig. 3. Both data sets contain clusters with widely different mean ISCs. For the ICBM data, ISC variability is low and highly correlated with the mean ISC data across clusters. For the StudyForrest data, ISC variability is much higher and provides complementary information for ISC mean. This underlines the usefulness of FuSeISC in the analysis of fMRI data collected in naturalistic experiments.
4.3. Selection of final segmentations

We describe how we selected \( k \) to obtain the final FuSeISC maps shown in the previous section. First, we ran FuSeISC for several values of \( k \) and plotted the total number clusters for each result. Then, we found the range of stable values of \( k \) leading to a constant number of clusters. Figure 5(A) shows the total number of clusters found for real ICBM and StudyForrest data sets as a function of a neighborhood size \( k \). Interestingly, the curves were highly similar to each other. With small \( k \)-values the number of clusters was high but the number decreases rapidly as \( k \) became larger. When \( k \geq 230 \), the number of clusters in the ICBM data stabilized around 20. For the StudyForrest data, the number of clusters in a stable region was approximately the same.

![Figure 5: The effect of neighborhood size for the clustering results of the fMRI data: A) Total number of clusters of the ICBM and StudyForrest data, B) ARI stability matrix of the ICBM data, and C) ARI stability matrix of the StudyForrest data.](image-url)
In addition, we computed ARI between results obtained for different values of $k$. In the resulting stability matrix, a high ARI value indicates that the segmentation result is stable, i.e., similar for two different choices of $k$. Figures 5(B) and (C) show the ARI stability matrices for the ICBM data and StudyForrest data, respectively. For both data sets, highest similarities were found between solutions where $k$ was relatively large. The ARI values of the StudyForrest data were slightly lower than those of the ICBM data, but this is natural because the spatial resolution (and the total number of voxels) in the StudyForrest data was notably higher.

Based on the above findings, we selected one of the stable solutions from both data sets for closer inspection ($k=250$ for the ICBM data and $k=230$ for the StudyForrest data). In these solutions, the exact number of clusters were 19 for the ICBM data and 21 for the StudyForrest data. Out of these clusters, we discarded clusters dominantly located over cerebral white matter, brainstem, or ventricular areas (the rejection thresholds were 5,000 voxels and 10,000 voxels for the ICBM and StudyForrest data, respectively). The purpose of this procedure was to make the visual investigation of more interesting clustering easier. After this post-processing, the total number of clusters were 14 for the ICBM data and 13 for the StudyForrest data.

4.4. Simulation data

To validate our approach, we analyzed the simulated ICBM data and compared its results with the ground truth as well as with the real data sets. Figure 6(A) presents the performance of the functional segmentation for the simulated ICBM data against the ground truth as a function of the neighborhood size $k$. For a wide range of parameters, ARI values resulted in “moderate agreement” (ARI between 0.4–0.6) between the ground truth and the estimated cluster labeling computed across the 72,577 voxels that were activated in the ground truth for at least one task. However, FuSeISC was run across the entire brain involving 449,612 voxels to make the clustering task realistic.

Figure 6(B) shows the total number of clusters as a function of $k$. Clearly, the
curve shows a region of constant number of clusters \((20)\) when \(200 \leq k \leq 250\). This corresponded well with the real data results (see Fig. 5B), where the stable regions also consisted of about 20 clusters.

Figure 6(C) shows an ARI stability matrix of the solutions. This matrix shows the similarity between segmentation results computed for different values of \(k\). Clearly, segmentation results were stable within the aforementioned constant region, since the ARI values were high (red color in the stability matrix indicates high similarity between results).

Figure 6(D) shows a spatial organization of the clusters for one stable result \((k = 225)\) and one axial slice \((z = -4.0 \text{ mm in MNI})\). The ground truth segmentation (left) and the estimated segmentation (right) are shown side by side to allow comparison between the maps. Based on visual inspection, the estimated segmentation resembles the true segmentation in most regions very well\(^8\).

---

\(^8\)Note that the spatial organization of the colors across the two maps is arbitrary — only differences and similarities in the actual segmentation should be compared.
5. Discussion

5.1. Functional feasibility of the segmentation

The examination of the analysis results for the real fMRI data results in a couple of observations. First, the clusters for the 5-task ICBM dataset covered most of the convexial and mesial cortex, thereby clearly extending the typical ISC maps that tend to concentrate on early sensory processing areas because the correlations between the subjects’ fMRI time series are strongest there [12]. The decrease of ISC in the higher levels of the processing hierarchy is evident also in group-ICA results of fMRI obtained during natural viewing: the reconstruction of individual time courses shows considerably more inter-individual variability at, e.g., parieto-occipital sulcus than at early visual cortices [36].

Second, the segmentation gives an impression of a division that could be physiologically feasible, with clusters in auditory and visual cortices. Many of the clusters are symmetric between the hemispheres. The segmentation also seems to delineate parts of the resting-state network. Although this network is considered to be highly “intrinsic” [2], it likely reacts synchronously in different subjects to the task demands.

The same 5-task ICBM dataset as used in this work has been analyzed previously task-by-task for comparing the GLM and the conventional ISC [9] for the purpose of the ISC method validation. The analysis demonstrated that the activation areas detected by the ISC (with no knowledge of the reference time course for the stimuli) and GLM (with a reference time course) were highly overlapping. In this work, all the tasks were analyzed jointly and one may thus ask whether the results would differ from just a combination of task-wise analysis. In this sense, the visually most apparent difference was that the FuSeISC allowed the segmentation of visual cortex into multiple areas, as described above, whereas in the conventional analysis all the tasks with the visual input (VG, OM, HA, EO) activated a large part of the visual cortex and there was a little difference in the activation regions between the tasks.
5.2. Variability ISC features

A common practice in neuroimaging studies is to improve SNR by averaging results across subjects [37]. Such an approach is based on a restrictive assumption that subjects process information similarly. Although this approach has increased our understanding in brain processes which are similar across subjects, it cannot help us to understand individual brain processing because this type of group-averaging does not only remove noise but also information regarding inter-subject variability [14, 38]. FuSeISC allows detection of brain regions on the basis of both group-average (mean ISC features) and inter-subject variability (variability ISC features) information and, in this way, inherently assumes inter-individual variation between subjects.

High mean ISC features are interesting because they indicate that processing is similar across subjects on average. But also brain regions eliciting high variability in subject-pairwise ISCs is interesting, because this indicates similarity in processing between some subject pairs and dissimilarity between others (this is because high variability is only achieved when both high and low pairwise ISCs are present). FuSeISC can reveal these regions and may this way open up new possibilities to understand complex human brain functions, e.g., related to decision-making or emotions.

In the StudyForrest data, we found brain regions with relatively low mean ISCs but relatively high variability of ISCs (see Figs. 3(B), 4(B) and 4(D)). This indicates similar brain processing across some of the subjects but not the majority of them. Interestingly, these clusters were spatially contiguous and located in meaningful cortical brain areas, suggesting that the revealed clusters did characterize brain-activity-related information instead of noise. The fact that many clusters were bilaterally symmetric also supports this view. Yet another indication of brain-activity-related processing in these regions is high variability in ISCs, because it means that there must be both high (positive and/or negative) and low (close to zero) pairwise correlation values present. Noise would be rather reflected by both low mean and low variability in ISCs, which is the case when most pairwise ISC values are close to zero. Our findings are supported
by recent functional connectivity studies which indicate that functional/spatial variability in the brain connectivity between individuals characterizes meaningful information [39, 38, 13, 16, 15].

Clusters characterized by low mean ISC but high variability were mainly found in the StudyForrest data set and not in the ICBM data set (see Fig. 4). Moreover, FuSeISC revealed brain areas in the StudyForrest data that were not detected by a conventional ISC analysis (see Fig. 2). These facts and spatial locations of the found clusters in the StudyForrest data set suggest that FuSeISC is capable of characterizing brain areas involved in higher-order processing.

5.3. Methodological considerations

Although many cluster analysis techniques have been previously proposed for the functional segmentation of the human brain from fMRI data [40, 41, 42, 43, 44, 45], they have certain limitations when analyzing complex group fMRI data collected under diverse stimuli. Our method was particularly designed to address some of the key problems. For instance, conventional functional segmentation methods construct group-level segmentations by averaging results across individual subjects, ignoring inherent variability in brain functions across subjects. FuSeISC inherently constructs group-level ISC maps using statistical information of the ISC and this way accounts both for similarity and variability in hemodynamic responses across subjects.

Recently, a group-level model-based cluster analysis framework has been presented that accounts for inter-subject variability [46, 27]. However, this approach requires the model of the experimental paradigm and is therefore not applicable for fMRI data sets collected under naturalistic stimuli. [47] constructed functional segmentations separately for individuals using an iterative algorithm starting from the solution of the population atlas. While this approach takes individual differences into account, visual inspection of brain maps for each individual separately is a tedious task and makes large-scale neuroscientific analysis difficult. FuSeISC integrates data across all subjects and time-series of interest into a single brain map and this way summarizes heterogeneous data into a
meaningful amount of information for visual inspection.

Many existing functional segmentation methods constrain segmentation into spatially local neighborhood (see e.g. [45, 41]). FuSeISC does not assume that the clusters are spatially connected, but it is completely data-driven in this sense; the voxels are clustered without any knowledge about their spatial location. This is plausible from neuroscientific perspective, as it allows for the detection of spatially distributed clusters as well as clusters with heavily different sizes. Moreover, since spatial information is not used in the clustering process itself, visual inspection of the spatial locations of the clusters as well as spatial compactness of the clusters serves as a useful validation of the clustering outcome. We found spatially compact clusters from the fMRI data sets in our analyses (differently colored areas in Fig. 3), indicating that the obtained segmentations reflect inherent structures of the data sets and not noise.

Another great benefit of the FuseISC is that it is a non-parametric method in the sense that no ad hoc parameters need to be selected to perform functional segmentation. The method contains one user definable parameter $k$ which controls the coarseness of segmentation, but we proposed a selection of this parameter based on stability plots of the segmentations (see Figs. 5 and 6(B-C)). Technically, $k$ is used to decide the number of neighbors in $k$-NN lists and the subsequent optimally sparsified SNN graph. The graph, in turn, was used as a basis to initialize the GMM to improve its estimation accuracy. This way, $k$ is only indirectly related the number of clusters that the clustering algorithm produces. Based on our simulations with synthetic data, the value of $k$ can be approximately interpreted as the number of voxels that each cluster should minimally contain (see Section 4 in supplementary material). Due to complexity of fMRI data, we proposed a systematic way to choose $k$ based on the stability analysis of the number of clusters and similarity of the segmentation solutions. For the tested data sets, the number of clusters stabilized close to 20 (irrespective of the dataset) and these main clusters were analyzed in this work. Interestingly, the number of found clusters approximately coincides with the number of functional networks used in a recent study in which individual-level
functional parcellations were constructed [47]. A population atlas used in that study was constructed in a previous study [48] and involved 18 networks.

The usage of smaller $k$ values resulted in more functional segments as illustrated in Fig. 5(A). For more detailed parcellations, a smaller $k$ could be used. The smaller $k$ values can be useful also to investigate some dedicated region of interest, either defined based on neuroanatomy or by a more coarse functional segmentation.

Due to complex structure of the fMRI data, it is difficult to build an appropriate functional segmentation model in a general case. To alleviate the particular problems associated with the learning of the cluster model and selection of the number of clusters, we proposed a new method based on SNN graph construction to initialize the GMM (see Appendix A.1). The method was successfully validated against the well-known methods $K$-means [30], $K$-means++ [31], Farthest first traversal algorithm [49, 50], Affinity propagation [32], and Ward’s minimum variance method [29] using simulated data sets containing Gaussian clusters and outliers (see Section 3 in supplementary material). These techniques were selected as they have been previously reported as useful in the initialization of the GMM, see for instance [51, 52, 25, 53]. Moreover, all these methods can be conveniently controlled with a single user parameter, making them well-comparable against the proposed method. Although derived from a different point of view, we found a very close correspondence in the clustering quality between our method and AP. This was a surprising finding which deserves further investigation in future. In any case, the benefit of our method over AP (as well as Ward’s minimum variance method) is that the full distance matrix needs not to be saved in the memory, allowing a large-scale segmentation across the whole-brain without the need for imposing any spatial constraints for the clustering process.

Although FuSeISC is geared towards naturalistic stimulation studies, nothing prevents its application to traditional fMRI studies with strictly controlled stimulus. The application of FuSeISC to these kinds of studies is partially supported by the finding that within these setups activations detected by ISC
match well with those detected by the standard GLM analysis [9, 20]. However, it should be noted that the ISC method expects that the subjects experience the same stimulus and therefore, FuSeISC is not useful to segment resting-state fMRI data as done for example by using group-ICA [54, 55].

5.4. Applications

In addition to being a tool for the spatial exploration of large fMRI datasets obtained using naturalistic stimuli (such as the StudyForrest data [17] in this work), FuSeISC has other potential applications. For example, FuSeISC could be used to generate a functional atlas, either from a certain region of interest or from the whole brain, based on task-related fMRI by choosing functionally specific time series for the analysis. This approach would be rather different than constructing atlases based on resting-state fMRI (see [41] and references therein) as one needs to constrain the brain functions to be represented by the atlas. As can be seen in Fig. 3, to achieve a resolution level of the currently commonly used resting-state fMRI atlases, a whole brain atlas would require larger and more diverse datasets than the ones applied in this work. However, combined with a high-resolution fMRI of naturalistic experiments, our approach represents an interesting line for future research. In principle, FuSeISC is not sensitive to the type of the stimulus, meaning that block-design, event-related, and naturalistic experiments could be combined together (at least when fMRI of the same set of subjects is acquired using the same scanner), partly facilitating atlas construction. Studying to what extent data combination is possible in practice is left for future research.

Also, as demonstrated in Fig. 4, FuSeISC provides specific information about the ISC statistics of the time series of interest for each cluster, which can be used to trace clusters back to stimulus features. The prerequisite is that the time series were selected intelligibly so that the whole time series is meaningful for the interpretation. However, in combination with naturalistic stimulation, rich annotations of the stimulus sequence can be used to divide the data into meaningful time series that can then be analysed using FuSeISC.
6. Conclusions

We have proposed a new data-driven method called FuSeISC to analyze fMRI data sets collected from a group of subjects experiencing variety of stimuli. Unlike conventional ISC analysis, FuSeISC segregates different brain areas based on the ISC statistics of the stimuli of interest and thus segments the human brain into functional segments. FuSeISC performs clustering directly on the basis of individual data of a group of subjects without the requirement for averaging information across subjects, making it rather different from conventional functional segmentation algorithms designed for the fMRI data sets. In addition to spatial information, FuSeISC provides specific information about the ISC statistics of the time series of interest for each cluster as well as information how the ISC statistics differs between clusters.
Appendix A. Construction of initial Gaussian mixture model

Appendix A.1. Generation of candidate models

Here we describe a simple but efficient technique for restricting a set of initial Gaussian mixture model (GMM) candidates \textit{a priori}. To find good candidate models, we capture intrinsic structure of the data by \textit{shared nearest neighbor} (SNN) graphs [28] (also called mutual nearest neighbor graphs). In the SNN graph, two data points are connected only if they belong to each other’s \(k\)-nearest neighbor sets. More formally, let us denote the set of \(L\) data points in a \(d\)-dimensional feature space as \(D = \{x_1, x_2, \ldots, x_L\} \subset \mathbb{R}^d\), and let the set of the \(k\)-nearest neighbors\(^9\) of an arbitrary data point \(x_m\) be \(N_m\). In the SNN graph \(G(D,E)\), the vertex set \(D\) contains all the data points and the edge set \(E\) is given as follows [28]:

\[
E = \{ (x_m, x_n) \mid x_m \in N_n \land x_n \in N_m \} . \tag{A.1}
\]

Furthermore, we weight every edge in \(E\) of the SNN graph by counting the total number of intersecting data points of the two nearest neighbor sets:

\[
w(x_m, x_n) = |N_n \cap N_m| . \tag{A.2}
\]

Note that by using this weighting scheme, the similarity between two connected data points does not depend on their \textit{absolute distance} but the similarity between data points is determined by the \textit{similarity of the \(k\)-nearest neighbor sets of these data points}. This desirable property allows detection of clusters with varying densities even in a high-dimensional feature space [56, 57, 58]. We also compute a \textit{degree} for each data point \(x_m\) as the sum of the weights of edges connecting \(x_m\) and its nearest neighbors:

\[
deg(x_m) = \sum_{x_n \in N_m} w(x_m, x_n) . \tag{A.3}
\]

\(^9\)A point is not its own neighbor, i.e. \(x_m \not\in N_m\).
Next, we form multiple candidate (sub)graphs through sparsification of the weighted SNN graph. More specifically, to form a single candidate, we remove all the edges associated with data points \( x_m \) whose degree values are below a selected threshold \( T_j \). Several candidates are formed using multiple thresholds \( T_j \), for \( j = 1, 2, \ldots, q \).¹⁰ Thus, a final set of candidate graphs is:

\[
\mathcal{A}_G = \left\{ \tilde{G}_1 \left( D, \tilde{E}_1 \right), \tilde{G}_2 \left( D, \tilde{E}_2 \right), \ldots, \tilde{G}_q \left( D, \tilde{E}_q \right) \right\},
\]

where the edge sets of the candidate graphs are:

\[
\tilde{E}_j = \left\{ \left( x_m, x_n \right) \in E \mid \deg(x_m), \deg(x_n) \geq T_j \right\},
\]

for \( j = 1, 2, \ldots, q \). Finally, we locate the centers of the connected components in each candidate graph:

\[
\tilde{\mu}_{i,j} = f(P_{i,j}),
\]

for \( i = 1, 2, \ldots, h_j \). In this expression, \( \tilde{\mu}_{i,j} \) denotes the center of the \( i \)th connected component in the \( j \)th graph \( \tilde{G}_j \), the set \( P_{i,j} \) contains all the data points associated with that component, and \( h_j \) is the total number of connected components in that graph. The function \( f(\cdot) \) summarizes the connected component in a meaningful way. Our default choice for \( f(\cdot) \) is the mean of the data points of the \( P_{i,j} \).

**Appendix A.2. Choice of initial GMM**

Given the candidate sets \( C_1, C_2, \ldots, C_q \) of the mean vectors, the next task is to choose one set \( C_j = \{ \tilde{\mu}_{1,j}, \tilde{\mu}_{2,j}, \ldots, \tilde{\mu}_{h_{j},j} \} \) that represents all clusters in data. Different criteria can be used for this purpose, including well-known Bayesian information criterion (BIC) [59] or simple minimum sum-of-squared error (SSE) criterion (minimum distance rule). In our tests with synthetic noisy

---

¹⁰A most systematic approach is to construct as many candidates as there are distinct degree values. Note that degree values are integers and the maximum possible value is \( k(k-1) \). Therefore, the number of distinct candidate graphs is \( q \leq k(k-1) \).
fMRI data, we found slightly more stable clustering results with the SSE than BIC (see Section 5 in supplementary material) and therefore we used SSE as the criterion in this paper.\footnote{We found out that SSE criterion returns meaningful solutions in which all clusters are represented by estimated centroids $\tilde{\mu}$ and these solutions did not always coincide with the most complex model in the formed candidate sets. This can be explained by varying locations of estimated centroids between different candidate models.}

After selecting the best candidate set of mean vectors, we use a minimum distance rule to assign data points to clusters, and estimate corresponding covariance matrices. The obtained mean vectors and covariance matrices form our initial GMM.
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