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Abstract

This study presents a new boosting method for capture-recapture models, rooted in predictive-performance and machine-learning. The regularization algorithm combines Expectation-Maximization and boosting to yield a type of multimodel inference, including automatic variable selection and control of model complexity. By analyzing simulations and a real dataset, this study shows the qualitatively similar estimates between AICc model-averaging and boosted capture-recapture for the CJS model. I discuss a number of benefits of boosting for capture-recapture, including: i) ability to fit non-linear patterns (regression-trees, splines); ii) sparser, simpler models that are less prone to over-fitting, singularities or boundary-value estimates than conventional methods; iii) an inference paradigm that is rooted in predictive-performance and free of p-values or 95% confidence intervals; and v) estimates that are slightly biased, but are more stable over multiple realizations of the data. Finally, I discuss some philosophical considerations to help practitioners motivate the use of either prediction-optimal methods (AIC, boosting) or model-consistent methods. The boosted capture-recapture framework is highly extensible and could provide a rich, unified framework for addressing many topics in capture-recapture, such as spatial capture-recapture, individual heterogeneity, and non-linear effects.
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1. Introduction

In this study, I introduce boosting for Hidden-Markov Models (HMM) with a particular focus on capture-recapture models. It is targeted at capture-recapture practitioners who desire model parsimony under low-sample sizes and high-dimensional settings. Capture-recapture systems are perennially in a situation of high model-uncertainty [Johnson & Omland 2004] and would benefit from an inference-paradigm that is flexible, extensible and rooted in good predictive performance. Some questions are the following. Can we find a simple model out of the hundreds or millions of plausible “fixed-effects” models? Can we correctly identify...
a sparse set of highly influential covariates in high-dimensional situations? Can the method accommodate
non-linear relationships and interactions (e.g., regression trees, kernels and splines) without over-fitting? Can
the method avoid the scourge of singularities and boundary-value estimates that trouble MLE-based models
and their model-averaged derivatives? How does the method compare to other popular multimodel inference
techniques, such as AICc model-averaging?

A motivating model will be the Cormack-Jolly-Seber (CJS) capture-recapture model, with a focus on
which covariates influence the survival of an open population of marked animals under imperfect detection.
While there are many regularization and variable selection techniques in univariate regression models, the
problem becomes combinatorially difficult for HMMs such as capture-recapture models: we must consider
multiple plausible specifications for both the transition process (survival), as well as the emission process
(capture probability).

The issues of model selection and multimodel inference are front-and-centre in most capture-recapture
studies. For example, the popular Program MARK \citep{white1999program} is strongly allied to the
model-averaging ideas of Burnham, Anderson, Buckland and others \citep{buckland1997multi,buckland2004multi,burnham2014model}. By default, the program offers AICc-weighted averages
\citep{akaike1974new} of survival and capture probability. The widespread use of model-averaging in the capture-
recapture field reflects an early appreciation by researchers for the \textit{model uncertainty} inherent to capture-
recapture: every analysis has dozens or thousands of plausible fixed-effect models, including, at a minimum,
time-varying vs time-invariant processes. However, such \textit{post-hoc} model-selection and/or averaging become
computationally unfeasible with just a few extra covariates, due to the combinatorial explosion in the number
of plausible models. Secondly, even if one could realistically compute every model, the AIC/AICc tends to
favour more complex models \citep{shao1997asymptotic, hooten2015model}, which, in a capture-recapture context,
can have singularities or boundary-value estimates (like 100% survival or 100% capture probability; \citealp{rankin2014diagnosing,hunt2016diagnosing}). This latter problem is rarely appreciated, but has motivated the development
of Bayesian models to encourage parsimony under sparse data \citep{rankin2011bayesian,schofield2009parsimony,schofield2016parsimony}

Clearly, methods are needed to address the dual challenge of variable selection and low-sample sizes. Also,
we should favour flexible techniques that can accommodate different functional forms (such as regression trees,
splines, random effects) and find covariate-interactions, without over-fitting or producing boundary-value
estimates.

\citep{hand2003boosting} and \citep{burnham2004multimodel} hinted at a possible contender to the model-averaging ap-
proach when they suggested a parallel between multimodel inference and boosting: whereas model-averaging
weights dozens or hundreds of fixed-effect models, boosting sequentially combines hundreds or thousands of
simple \textit{weak learners} to yield a strong statistical model in aggregate. Most ecologists are familiar with boosting
for univariate regression and classifications tasks \citep{elith2008species,kneib2009svmm,soppel2009boosting,hothorn2010boosting,tyne2015boosting}, but the recently developed \textit{component-wise boosting} and \textit{gamboostLSS}
algorithms (Bühlmann & Yu, 2003; Schmid & Hothorn, 2008b; Schmid et al., 2010; Mayr et al., 2012) opened
the way for complex hierarchical distributions with many components (Hothorn et al., 2010; Hutchinson
et al., 2011; Schmid et al., 2013; Hofner et al., 2014). Under this boosting framework, each boosting iteration
alternates between fitting the capture probability parameter (conditional on survival), and then fitting the
survival component (conditional on the capture probabilities). Plus, boosting offers a wide variety of possible
weak learners, from ordinary least squares to splines and CART-like trees (Hothorn et al., 2006; Bühlmann &
Hothorn, 2007). This gives boosting much appeal over other sparsity-inducing variable selection paradigms,
such as the Lasso (Tibshirani, 2011; Efron et al., 2004), Elastic-Net, Support Vector Machines, Hierarchical
Bayesian shrinkage-estimators (Rankin et al., 2016). In this way, component-wise boosting offers a unified
framework to address high-dimensional variable selection, interaction-detection, and non-linear relationships,
while encouraging model parsimony through a prediction-optimized control on model complexity.

The contribution of this study is to develop a boosting method suitable for the Cormack-Jolly-Seber
capture-recapture model (hereafter, CJSboost) and whose framework can be used for a wider class of capture-
recapture models. The particular challenge of boosting a HMM is the serially dependent nature of observations.
Hitherto, boosting methods required independent data points in order to perform gradient descent,
e.g., by descending the point-wise negative gradient of a loss-function. The CJSboost approach is to garner
such conditional independence by imputing expectations of latent states $z$ (here, alive or dead). In CJSboost,
we alternate between boosting the parameters (conditional on latent states) and imputing expectations of the
latent states (conditional on the parameters). I provide two different techniques to impute such expectations:
i) Expectation-Maximization (called CJSboost-EM), and ii) Monte-Carlo approximation of the marginal dis-
tribution of latent states (CJSboost-MC). As I will show, both algorithms lead to approximately the same
estimates. Furthermore, the estimates are qualitatively very similar to the model-averaged estimates by AICc
weighting. The AIC is also motivated by optimal (asymptotic) predictive performance.

This article will demonstrate CJSboost via simulations and an analysis of an European Dipper dataset
from Lebreton et al. (1992), with particular emphasis on comparing estimates from linear and non-linear mod-
els (e.g., CART-like trees), and comparisons to Maximum Likelihood estimation and AICc model-averaging
(Burnham, 2004) using Program MARK (White & Burnham, 1999). Simulations will also challenge CJS-
boost to perform a model-selection task that is nearly impossible for conventional methods: finding a sparse
set of influential covariates among $21 \times 21$ different covariates.

There are two potential audiences for this paper. First, HMM practitioners will be interested in a
general approach to boosting and HMMs, which opens new possibilities for incorporating regularization, semi-
parametric learners and interaction detection to a vast catalogue of applications. For the second audience of
mark-recapture practitioners, I offer a fresh view of mark-recapture from a prediction or learning perspective.
For example, we can observe the degree to which regularization and bootstrap-validation suggest simpler
models than those implied by AICc model-averaging. Boosting also offers capture-recapture an alternative
means of inference that is principled and free of p-values and 95% Confidence Intervals (Anderson et al.)
Furthermore, this new capture-recapture paradigm can easily accommodate a range of hot-topics in capture-recapture, such as individual-heterogeneity and spatial capture-recapture, by leveraging the wide variety of base-learners available in the mboost family of R packages (Bühlmann & Hothorn, 2007; Hothorn et al., 2006; Mayr et al., 2012; Hofner et al., 2012).

2. Methods

2.1. Organization

The manuscript begins by introducing some basic ideas of statistical learning theory (Section 2.2) and the Cormack-Jolly-Seber model. Section 2.3 describes two boosting algorithms, CJSboost-EM and CJSboost-MC, for capture-recapture models. Section 2.4 discusses some important practical considerations about regularization and base-learners. Section 2.5 describes a simulation to compare the estimates from CJSboost-EM and CJSboost-MC, as well as AICc model-averaging and MLEs (results in 3.1). Section 2.6 describes a reanalysis of of dipper dataset using CJSboost-EM and AICc model-averaging (results in 3.2). Section 2.7 uses simulations to assess the performance of CJSboost-EM under a high-dimensional model-selection problem (results in 3.3). The manuscript finishes with a discussion about how to interpret the results from CJSboost and poses some new questions (Section 4). A summary is provided in Section 5. For R code and a tutorial, see the online content at http://github.com/farawayinspace/HMMboost/.

2.2. Background

2.2.1. The Prediction perspective

From a prediction perspective, our goal is to estimate a prediction function \( G \) that maps covariate information \( X \) to our response variable (i.e., \( G: X \rightarrow \mathbb{Y} \)). Our data \( \{y_j, x_j\}_{j=1}^n \) arises from some unknown probability distribution \( P \). Our optimal prediction function is that which minimizes the generalization error:

\[
\mathcal{L}(y, G(x)) = \int \ell(y, G(x))dP(y, x) \tag{1}
\]

where \( \ell \) is a loss function (it scores how badly we are predicting \( y \) from \( x \)) and \( \mathcal{L} \) is the expected loss, a.k.a., the risk (our loss integrated over the entire data distribution). Our goal is to minimize the loss on new, unseen data drawn from the unknowable data distribution \( P \) (Bühlmann & Yu, 2003; Meir & Rätsch, 2003; Murphy, 2012a). It should be noted that for many disciplines, making good predictions is the primary goal (e.g., financial forecasting). In mark-recapture, we usually wish to make inference about covariates \( X \) and their functional relationship \( (G) \) to the response variable, such as estimating survival from capture histories, rather than making predictions per se. In such cases, the generalization criteria (1) serves as a principled means of “model parsimony”: our model is as complex as is justified to both explain the observed data and make good predictions on new data. This is very different from Maximum-Likelihood Estimation (as in Program MARK) whose estimate \( \hat{G} \) is that which maximizes the likelihood of having seen the observed data \( y \). It is, however, similar to AIC selection, which is implicitly motivated by minimizing expected loss (Vrieze, 2012), i.e., optimal predictive performance.
One cannot measure the generalization error (1); instead, we must proceed by minimizing the empirical risk measured on our observed data:

\[ L(y, G(X)) = \sum_{j=1}^{n} \ell(y_j, G(X_j)) \]  \hspace{1cm} (2)

Minimizing \(L(y, G(X))\) until convergence is easy but will obviously over-fit a sample and make bad predictions. However, it can be shown that if we constrain the complexity of our function space \cite{BuhlmannYu2003, MeirRaetsch2003, Mukherjeeetal2003} we can pursue a strategy of “regularized risk minimization” and bound the generalization error. In learning algorithms, this entails at least one regularization parameter that smooths or constrains the complexity of \(G\). In other words, we do not seek the estimator that best fits the data. In boosting, the principal means of regularization is via shrinkage (taking only small steps along the risk gradient) and early-stopping (not running the algorithm until the risk convergences). These correspond to hyperparameters \(\nu\) and \(m\), respectively, the shrinkage weight and the number of boosting iterations. For a small \(m\), the model is strongly constrained and very conservative; as \(m\) gets big, the model becomes more complex. Likewise, \(\nu \ll 1\) ensures that the influence of any one boosting step is tiny. Practically, one fixes \(\nu\) and finds an optimal \(m\) via cross-validation. Figure 1 shows an example of bootstrap-validation to find an optimal stopping criteria \(m_{CV}\), used in the dipper CJS analysis (Section 3.2).

2.2.2. Motivation for regularization

The unregularized boosted model with prediction function \(G^{(m=\infty)}\) results in a fully-saturated model, which (depending on the prediction function) is equivalent to the Maximum Likelihood solution \cite{Mayretal2012}. At finite sample sizes and a large candidate-set of covariates, MLEs do not result in good predictions: they may be unbiased, but they will be wildly sensitive to noise in the data, especially for capture-recapture. For a regularized model \(G^{(m<\infty)}\), learning algorithms should preferentially select influential covariates and shrink the coefficients of less-important covariates close to zero. This shrinkage induces a bias \cite{BuhlmannYu2003, BuhlmannHothorn2007, Murphy2012a}, but the predictions are more robust to noisy data (i.e. low-variance; Murphy 2012a). In this light, we see the practical similarity between regularization and the more popular model parsimony strategies in capture-recapture, such as model-selection, model-averaging, and subjective Bayesian models. \cite{HootenHobbs2015} implore ecologists to unify these techniques under a Bayesian perspective; for example, the AIC, Lasso/L2Boosting, Ridge-regression can be reformulated in such a way that they differ according to the priors on the \(\ell_0\), \(\ell_1\) and \(\ell_2\)-norm of regression-coefficients, respectively. Even a simple Bayesian prior can be understood as a type of regularization by shrinking estimates away from their MLE values and towards the conservative expectations of a prior (a.k.a “natural shrinkage”; \cite{HootenHobbs2015}).

Today, most mark-recapture practitioners are implicitly using a prediction criteria for inference. For example, the AIC is popular in mark-recapture studies \cite{JohnsonOmland2004}, thanks in large part to the Frequentist and Information-Theoretic leanings of Program MARK \cite{WhiteBurnham1999}. The AIC is asymptotically prediction-optimal, whose maximum risk is minimal among all potential models, and
has connections with leave-one-out-cross-validation (LOOCV; Stone 1977; Shao 1993, 1997; Vrieze 2012). However, statisticians consider the AIC to be a bit too permissive, especially if the “true model” is sparse (Shao 1993; Burnham 2004; Hooten & Hobbs 2015). For practical mark-recapture analysis, the AIC/AICc can favour overly-complex models which can suffer singularities or boundary-value estimates (like 100% survival or 100% capture probability; Rankin et al. 2016; Hunt et al. 2016). Boosting is also prediction-
optimal (Bühlmann & Yu, 2003), but skirts the issues of singularities and boundary-value estimates by fitting very simple models, called base-learners in a step-wise manner. At finite sample sizes, boosting should lead to slightly sparser models than the AIC/AICc.

In an extreme case of sparsity, when being prediction-optimal is not the chief concern, and one wishes to instead uncover a “true model” with just a few important covariates, boosting has another desirable property. Regularized risk-minimizers (in a univariate setting) can be made model-selection consistent by hard-thresholding unimportant covariates to zero weight (Bach, 2008; Meinshausen & Bühlmann, 2010; Murphy, 2012c). These sparse solutions may be more interesting for capture-recapture practitioners when inference about covariates or estimating survival is the chief concern.

2.2.3. Introduction to boosting

Boosting is an iterative method for obtaining a statistical model via gradient descent (Breiman, 1998; Friedman et al., 2000; Friedman, 2001; Breiman, 1999; Schmid et al., 2010; Robinzonov, 2013). The key insight is that one can build a strong predictor \( F = G(X) \) by the step-wise addition of many weak base-learners, \( b(y, x) \Rightarrow g, g(x): x \rightarrow y \) (Schapire, 1990; Kearns & Valiant, 1994). Remarkably, a base-learner need only have a predictive performance of slightly better than random chance for the entire ensemble to be strong. The ensemble results in a smooth additive model of adaptive complexity:

\[
F^{(m)} = G(X) = \sum_{m=1}^{m_{\text{stop}}} \nu \cdot g^{(m)}_k(X_k)
\]

where each \( g_k \) is a base-learner’s prediction function, shrunken by \( \nu \). The ensemble is constructed as follows: i) initialize the prediction vector \( F^{(m=0)} \) at some uniform estimate (like the MLE of an intercept model); ii) fit base-learners \( b \) to \( \hat{u} \), the estimated negative-gradient of the loss function (the residual variation unexplained by \( F^{(m-1)} \)), \( b(\hat{u}, x) \Rightarrow g \); iii) shrink each base-learners’ prediction \( g(x) = \hat{f}^{(m)} \) by a small fraction \( \nu \); iv) update the overall prediction \( F^{(m)} = F^{(m-1)} + \nu \hat{f}^{(m)} \); v) repeat for \( m_{\text{stop}} \) iterations. \( m_{\text{stop}} \) is the key parameter that governs model complexity (Bühlmann & Yu, 2003; Schmid & Hothorn, 2008a) and must be tuned by cross-validation or bootstrap-validation. Variable selection can be directly embedded within each boosting iteration by choosing only one best-fitting base-learner per \( m \) iteration, discriminating among a large candidate set of base-learners \( \{ b(u, x_1), b(u, x_2), ..., b(u, x_k) \} \), and where each candidate only includes a small subset of the covariates \( X \). For linear base-learners, this boosting algorithm is generally considered equivalent to \( \ell_1 \) regularization (Efron et al., 2004; Bühlmann & Hothorn, 2007), a.k.a the Lasso.

Base-Learners may be simple Least-Squares estimators, \( b_{\text{OLLS}} \), in which case an unregularized boosted model will estimate regression coefficients that are practically identical to a frequentist GLM. However, Bühlmann & Yu (2003) showed that for L2Boosting, good overall predictive performance depends on the fact that base-learners are very weak. Therefore, practitioners commonly use highly-constrained base-learners such as Penalized Least Squares \( b_{\text{PLS}} \), or recursive-partitioning trees \( b_{\text{trees}} \) (a.k.a CART), or low-rank splines \( b_{\text{spline}} \). Despite their weakness, Bühlmann & Yu note that for a fixed constraint (such as low degrees-of-freedom in \( b_{\text{spline}} \) or low tree-depth in \( b_{\text{trees}} \)), the overall boosted ensemble will typically have a much greater
There are many flavours of boosting. CJSboost hails primarily from the component-wise boosting and gamboostLSS frameworks (Bühlmann & Yu 2003; Schmid & Hothorn 2008; Schmid et al. 2010; Mayr et al. 2012). Here, the prediction vector is now a set $\mathcal{F} = (F_1, F_2, ..., F_k)$ of $k$ components, each representing one of the parameters in the likelihood function (e.g., $\phi$ and $p$). Each parameter has its own ensemble of base-learners. The loss function is the negative log-likelihood of the data-generating model $\ell_i = -\log p(y_i|\phi_i, p_i) = -\log p \left( y_i \bigg| \frac{1}{1+e^{-\phi_i}}, \frac{1}{1+e^{-p_i}} \right)$ (see the CJS likelihood). Each components’ gradient can be estimated from the negative partial-derivatives of the loss function with respect to $F_k$, i.e., $\hat{u}_{k,i} = -\frac{\partial \ell_i}{\partial F_k}$, conditional on the values of the other prediction vectors $F_{-k}$. Each $k$ parameter is updated once per boosting iteration.

### 2.2.4. The Cormack-Jolly-Seber model and Hidden Markov Models

The above component-wise boosting framework is not suitable for serially dependent observations in an HMM time-series: consider that the negative gradient in traditional boosting must be estimated point-wise for each independent data pair $(y_{i,t}, X_{i,t})$. Instead, the CJS likelihood is evaluated on individuals’ entire capture histories $y_i = (y_{1,t}, y_{2,t}, ..., y_{T,t})^T$ over $T$ capture periods:

$$p(y_i|\phi, p, t_0^i) = \left( \prod_{t > t_0^i} \phi_i(t)p_{i,t}(y_{i,t})^{y_{i,t}}(1-p_{i,t})^{1-y_{i,t}} \right)\chi_i^{(t_{i}^*+1)}$$

Where $i$ indexes the $n$ uniquely identified individuals constituting our dataset; $t = 1: T$ indexes the $T$ equally spaced capture periods (time); $y_{i,t} \in [0, 1]$ scores whether individual $i$ was observed in capture period $t$; $\phi_{i,t}$ is the probability of surviving from capture period $t-1$ to $t$ (note the one-time-step difference from the definition of $\phi_t$ used in Program MARK); $p_{i,t}$ is the capture probability of individual $i$ in capture period $t$ (a.k.a, our observation error, or the “emission process” in HMM parlance); $t_0^i$ is the first capture period in which individual $i$ was first observed; $t_{i}^*$ is the last period when individual $i$ was observed. Finally, $\chi_i^{(t_{i}^*+1)}$ is the probability of never being seen again after $t_{i}^*$ until the end of the study, $\chi_i^{(t_{i}^*)} = (1-\phi_{i,t}) + (1-p_{i,t})\phi_{i,t}\chi_i^{(t_{i}^*+1)}$, and whose recursive calculation exemplifies the serially dependent nature of the model. $Y^{n\times T}$ is the full matrix of our capture-histories.

Mark-recapture practitioners will be interested to note: i) the model conditions on first-capture $\{t_0^i\}_{i=1}^n$; ii) the model can potentially allow for individual heterogeneity in capture probabilities $p_{i,t}$ (which otherwise results in a negative-bias in population abundance estimates; Carothers 1973; Burnham & Overton 1978; Rankin et al. 2016); and iii) certain parameters cannot be separated in Maximum-Likelihood Estimation, such as $p_T$ and $\phi_T$, but this is less of an issue under constrained base-learners and regularization.

In order to boost the CJS model, we need independence of data pairs $(y_{i,t}, X_{i,t})$. If we reformulate the capture-recapture system as a HMM, we can garner conditional independence via the concept of latent states $z_{i,t} \in \{0, 1\}$ to represent {dead, alive}. When $z_{i,t} = 1$, then individual $i$ is alive and available for capture at time $t$, and the probability of a capture is simply $p(y_{i,t} = 1|z_{i,t} = 1) = p_{i,t}$. However, if $z_{i,t} = 0$ then individual $i$ is dead and unavailable for capture at time $t$; therefore the probability of a capture is zero.
Obviously, one never knows with certainty the latent states of a trailing sequence of zeros $y_{t:T} = (0, ..., 0)^T$, but we can utilize well-developed HMM tools to estimate the state-sequence $z$ in various ways. In particular, “CJSboost-EM” 2.3.1 utilizes the marginal expectations of $(z_t, z_{t-1})$ in an Expectation-Maximization step. “CJSboost-MC” 2.3.2 utilizes Monte-Carlo integration by drawing random values of $z$ from the posterior $\pi(z | y, \phi, p)$. We can interweave these two methods within a boosting algorithm: both will allow us to estimate point-wise negative gradients for all complete-data points $\{(y_{i,t}, z_{i,t}, z_{i,t-1}), X_{i,t}\}$ and proceed with the gradient descent algorithm.

2.3. CJSboost

I will now formally describe the CJSboost variants “CJSboost-EM” and “CJSboost-MC”. In practise, I will show that they lead to approximately the same estimates, but have different computation disadvantages under different scenarios. When the number of discrete states in the HMM process is low (2-3), then the deterministic EM algorithm is significantly faster and less prone to approximation error. For example, in our CJS example, we just have two latent states $\{0, 1\} := \{\text{dead}, \text{alive}\}$ with three legal transitions $\{1 \rightarrow 1, 1 \rightarrow 0, 0 \rightarrow 0\}$. However, as the number of discrete states increases, the memory management of all the possible transitions becomes combinatorially expensive. In such scenarios, it is computationally easier to sample $z$ from its posterior.

2.3.1. CJSboost by Expectation-Maximization

For a CJS model using CJSboost-EM, our target risk is the CJS negative log-likelihood. However, we use the principle of Expectation-Minimization to derive a slightly different loss function and subsequent negative gradients. Our loss is derived from the negative Complete-Data Log-Likelihood (CDL) which assumes we have estimates of the latent state $z_{i,t}, z_{i,t-1}$.

$$-\text{CDL}(y_{i,t}, z_{i,t}, z_{i,t-1} | F_{i,t,\phi}, F_{i,t,p}) = -\mathbb{1}[z_{i,t-1} = 1, z_{i,t} = 1] \left( \log \left( \frac{1}{1 + e^{-F_{i,t,\phi}}} \right) + y_{i,t} \log \left( \frac{1}{1 + e^{-F_{i,t,p}}} \right) \right) + (1 - y_{i,t}) \log \left( \frac{1}{1 + e^{F_{i,t,p}}} \right)$$

$$- \mathbb{1}[z_{i,t-1} = 1, z_{i,t} = 0] \log \left( \frac{1}{1 + e^{F_{i,t,\phi}}} \right) - \mathbb{1}[z_{i,t-1} = 0, z_{i,t} = 0] \log \left( \frac{1}{1 + e^{F_{i,t,\phi}}} \right)$$

where $y$ and $z$ are defined as above in (4) and $F_{i,t,p}$ and $F_{i,t,\phi}$ are the prediction vectors for the capture probability component and the survival component, respectively, on the logit scale. In accordance with the principle of EM, we derive a “Q-function” to serve as our new loss, replacing the values of $(z_{i,t-1}, z_{i,t})$ with their two-slice marginal expectations: $w_t(q, r) := p(z_{t-1} = q, z_t = r | y, \mathcal{F})$. Conditional on the prediction vectors $\mathcal{F}$ and the capture history $y$, the values of the two-slice marginals $\{w(1, 1), w(1, 0), w(0, 0)\}$ can be easily computed using a standard “forwards-backwards” HMM algorithm (Rabiner, 1989; Murphy, 2012b), as detailed in Appendix A. We can also treat each $i \times t$ observation as being conditionally independent,
resulting in the new index \( j := (i, t) \). The Q-function is:

\[
\ell(y_j, \{F_j, \phi, F_{j,p}\}) = -w_j(1, 1) \log \left( \frac{1}{1 + e^{-F_{j,\phi}}} \right) + y_j \log \left( \frac{1}{1 + e^{-F_{j,p}}} \right) + (1 - y_j) \log \left( \frac{1}{1 + e^{F_{j,p}}} \right) - w_j(1, 0) \log \left( \frac{1}{1 + e^{F_{j,\phi}}} \right) - w_j(0, 0)
\]

(6)

According to the theory of EM, by minimizing the Q-function, we also minimize the target empirical risk: the negative CJS log-likelihood (4). The advantage of working with the Q-function is that it is easy to calculate the negative gradients (7) and proceed with the gradient descent.

I now describe the CJSboost-EM algorithm.

1. Set the regularization parameters: \( m_{\text{stop}} \approx 10^2 - 10^3; \nu_{\phi}, \nu_p \approx 10^{-3} - 10^{-1}; \)
2. Initialize: \( m = 1; \mathcal{F}^{(0)} = \{ F^{(0)}_\phi = \hat{\phi}^{\text{MLE}}(\cdot), F^{(0)}_p = \hat{p}^{\text{MLE}}(\cdot) \} \) (i.e., initialize the prediction vectors at the MLEs of a simple intercept model).
3. Estimate the two-slice marginal probabilities \( \{ w_j(1, 1), w_j(1, 0), w_j(0, 0) \}^{d}_{j=1} \) for all individuals and capture-periods, using the forwards-backwards algorithm (see Appendix A.3).
4. Estimate the negative gradients:

\[
\hat{u}_{j,\phi}^{(m)} = -\frac{\partial \ell_j^{(m-1)}}{\partial F_{j,\phi}^{(m-1)}} = \frac{w_j(1, 1) - w_j(1, 0)e^{F_{j,\phi}^{(m-1)}}}{1 + e^{F_{j,\phi}^{(m-1)}}}
\]

\[
\hat{u}_{j,p}^{(m)} = -\frac{\partial \ell_j^{(m-1)}}{\partial F_{j,p}^{(m-1)}} = \frac{w_j(1, 1) \left( 1 + e^{F_{j,p}^{(m-1)}} \right) y_j - w_j(1, 1)e^{F_{j,p}^{(m-1)}}}{1 + e^{F_{j,p}^{(m-1)}}}
\]

(7)

5. For each component \( \theta = \{ \phi, p \} \):

(a) fit \( k \) base-learners independently to the gradients: \( b_k \left( \hat{u}_{\theta}^{(m)}, X_k \right) \Rightarrow g_k(X_k) \);
(b) each fitted learner makes an estimate of the gradient, \( \hat{f}_k = g_k(X_k) \);
(c) select the best-fitting base-learner \( k^* = \arg\min_k (\hat{u}_{\theta}^{(m)} - \hat{f}_k)^2 \) and append the fitted-learner to the ensemble \( \mathcal{G}_\theta \leftarrow g_k^* \);
(d) update the prediction vector: \( F_{\theta}^{(m)} = \nu_{\theta} \hat{f}_k^* + F_{\theta}^{(m-1)} \),
6. Estimate the empirical risk on the full data \( L(Y, \mathcal{F}^{(m)}) \), or estimate the holdout-risk on a test set \( L(Y_{\text{test}}, \mathcal{F}_{\text{test}}^{(m)}) \) s.t. \( \mathcal{F}_{\text{test}}^{(m)} = \{ G_{\phi}^{(m)}(X_{\text{test}}), G_p^{(m)}(X_{\text{test}}) \} \).
7. Update \( m = m + 1 \).
8. Repeat steps 3 to 7 until \( m = m_{\text{stop}} \).

The outputs of the algorithm are the fit vectors \( \mathcal{F} \) and the ensemble of fitted base-learners \( \mathcal{G}_\phi \) and \( \mathcal{G}_p \). The estimate of survival for individual \( i \) at time \( t \) can be retrieved \( j := (i, t); \hat{\phi}_j = \log^{-1}(F_j) \), and likewise for capture probability. For predicting \( \phi \) and \( p \) on new covariate data \( X \), we merely process the data through the ensemble of fitted base-learners and shrink by \( \nu \), i.e., \( F_{\theta}^{\text{pred}} = G_{\theta}(X) = \nu_{\theta} \sum_{g_k \in \mathcal{G}_\theta} g_k(X) \).

The three regularization parameters \( m_{\text{STOP}}, \nu_{\phi}, \nu_p \) must be tuned by minimizing the holdout-risk averaged over many out-of-sample test sets, i.e., our estimate of the expected loss (see 2.4).
2.3.2. CJSboost by Monte-Carlo approximation

A second strategy to garner conditional independence of data-points \((y_j, x_j)\) and estimate the negative gradients is to integrate over the latent state distributions \(\pi(z_i | y_i, F_i)\) with a large sample drawn from the posterior. A fast and simple “forward-filtering and backward-sampling” algorithm is used (Rabiner 1989; Murphy 2012b), detailed in Appendix A.4. Within each boosting iteration \(m\), we sample \(S\) sequences of \(z_i\). Per sequence, we estimate a separate negative-gradient, and fit base-learners to it. After fitting all \(S\) samples, we update the prediction vectors with the best-fitting base-learners from each sequence, \(F^{(m+1)} = F^{(m)} + \nu \theta \sum_s \hat{f}^{(s)}\). Over \(S \times m\) draws, this is approximately equivalent to the EM algorithm. For comparable results to CJSboost-EM, the shrinkage parameters \(\nu_{MC}\) should be set equal to \(1/S\nu_{EM}\), i.e., the contribution of any one sequence \(z^{(s)}\) is small.

I now describe the CJSboost-MC algorithm:

1. Set parameters \(S, m_{stop}, \nu_{\phi}, \nu_{p}\).
2. Initialize \(m = 1\) and \(F^{(0)}\).
3. For \(s = 1 : S\), do:

   (a) sample latent state sequence \(z^{(s)}_i \sim \pi(z_i | y_i, F_i)\) (see Appendix A.4);

   (b) estimate the negative gradients, conditional on \(z^{(s)}_i\):

   \[
   \hat{u}^{(m,s)}_{i,t,\phi} = -\frac{\partial \ell_{i,t}}{\partial F_{i,t,\phi}^{(m-1)}} = \frac{\text{I}[z^{(s)}_{i,t-1} = 1, z^{(s)}_{i,t} = 1] - \text{I}[z^{(s)}_{i,t-1} = 1, z^{(s)}_{i,t} = 0]}{1 + e^{F_{i,t,\phi}^{(m-1)}}} \cdot e^{F_{i,t,\phi}^{(m-1)}}
   \]

   \[
   \hat{u}^{(m,s)}_{i,t,p} = -\frac{\partial \ell_{i,t}}{\partial F_{i,t,p}^{(m-1)}} = \frac{\text{I}[z^{(s)}_{i,t-1} = 1, z^{(s)}_{i,t} = 1] \left( (1 + e^{F_{i,t,p}^{(m-1)}}) y_{i,t} - e^{F_{i,t,p}^{(m-1)}} \right)}{1 + e^{F_{i,t,p}^{(m-1)}}}
   \]

   (c) for each component \(\theta = \{\phi, p\}\):

   i. fit \(k\) base-learners independently to the gradients: \(b_k(\hat{u}^{(m,s)}_{i,t,\phi}, X_k) \Rightarrow g_k^{(s)}(X_k)\).

   ii. each fitted learner makes an estimate of the gradient, \(\hat{f}^{(s)}_k = g_k^{(s)}(X_k)\).

   iii. select the best-fitting base-learner \(k^{(s)*} = \text{argmin}_k (\hat{u}^{(m,s)}_{i,t,\phi} - \hat{f}^{(s)}_k)^2\) and append the fitted-learner to the ensemble \(G_\theta \leftarrow g_k^{(s)*}\).

4. For each \(\theta = \{\phi, p\}\): update the fit vectors, overall \(s\): \(F^{(m)} = F^{(m-1)} + \nu \theta \sum_s \hat{f}^{(s)}\).
5. Estimate the empirical risk on the training data \(L(Y, F^{(m)})\), or on a holdout test set \(L(Y_{test}, F^{(m)})\).
6. \(m = m + 1\)
7. Repeat steps 3 to 6 until \(m = m_{stop}\).

Just as in the CJSboost-EM algorithm, we must tune \(\nu\) and \(m_{stop}\) through cross-validation or bootstrap-validation (Section 2.3.1).

Notice that although the two algorithms have different specific negative-gradients and loss functions, the empirical risk is always the negative log-likelihood of the CJS model.
2.4. Hyperparameters

In component-wise boosting, the three most important regularization parameters are \( m_{\text{stop}} \), \( \nu_{\phi} \), \( \nu_{p} \). These must be tuned by some form of holdout-validation. As per Schmid et al. (2013), I suggest sampling with replacement (bootstrapping) individuals’ capture histories between 50 to 100 times, training a new model on each bootstrap sample. On average, each bootstrap leaves 36.5\% of the capture-histories unused in the model fitting, which can then be used to estimate a holdout-risk. Averaged over all bootstraps, this is an estimate of the generalization error. Bootstrap-validation is preferable to k-fold or leave-one-out cross-validation because it is most similar to the multiple resampling/subsampling schemes of Shao (Monte-Carlo CV and Delete-d CV; 1993, 1997) which are model-selection consistent under a wider variety of conditions (e.g., sparsity, tapering).

Finally, the K-bootstrap can also give us an estimate of posterior inclusion probabilities via stability-selection (Meinshausen & Bühlmann, 2010; Murphy, 2012c), which I use in section 2.7. Because we can monitor the trajectory of the holdout-risk during each boosting iteration, we only need to perform one round of K-bootstrap-validation to find the optimal \( m \). See Figure 1 for an example of monitoring the holdout-risk and estimating \( m_{\text{cv}} \). Estimating optimal values of \( \nu_{\phi} \) and \( \nu_{p} \) is more complicated because they are continuous; in practice we must discretize the set of plausible combinations, e.g., \((10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}) \times (10^{-4}, 10^{-3}, 10^{-2}, 10^{-1})\). Each combination requires a separate bootstrap-validation exercise. This is the most expensive step of CJSboost. See Appendix B for a suggestion on how to perform this task with only 7-10 K-bootstrap-validation runs.

The reader should note that other multivariate boosting techniques (such as gamboostLSS; Schmid et al., 2013; Mayr et al., 2012) instead have a single fixed \( \nu \) for all parameters, and seek to optimize \( m_{\theta} \) per parameter \( \theta \). This is inversely related to what I propose: optimizing a global \( m_{\text{stop}} \) for both parameters, while optimizing the ratio of \( \nu_{\phi} \) to \( \nu_{p} \). The two methods are equivalent in their outcome. In other words, making \( \nu_{\phi} \) smaller for component \( \theta \) is the same as decreasing \( m_{\phi} \) for fixed \( \nu \), and vice versa. More importantly, other authors have claimed that there is little benefit in optimizing \( m \) and \( \nu \) for each component (Schmid et al., 2013). This is untrue for CJSboost, where the optimal estimate of \( \nu_{p} \) may be several orders of magnitude different than the optimal \( \nu_{\phi} \).

There are theoretically many other hyperparameters, such as the base-learner parameters which control flexibility, e.g. the effective degrees-of-freedom of a spline, or the maximum tree-depth of a conditional inference tree (Hothorn et al., 2006). However, Bühlmann & Yu (2003) and Schmid & Hothorn (2008a) show that these can be safely fixed and one should instead focus on \( m_{\text{stop}} \). A more important consideration is the relative flexibility of competing base-learners: multi-covariate learners and unpenalized learners have a greater freedom to (over)fit the residual variation and will be preferentially selected in the algorithm. Therefore, one should use penalties to enforce a similar effective degrees-of-freedom among all base-learners, as well as decompose higher-order interactions and non-linear curves into their constituent components. For example, if one wishes to learn about the role of covariates \( x_1 \) and \( x_2 \) and the possibility of an interaction between \( x_1 \times x_2 \), then one must add three PLS base-learners of equal effective-df: two for the main-effects.
and a separate base-learner for their interaction. Readers should refer to the practise of “centring” in [Kneib et al. 2009] and [Hofner et al. 2012].

2.5. Simulation 1: MC vs EM vs AICc vs MLE

The goals of this simulation were to compare estimates of survival and capture probabilities among the two boosting algorithms (CJSboost-EM and CJSboost-MC) and benchmark them against MLEs and AICc model-averaging. The simulated dataset was inspired by the European Dipper dataset from [Lebreton et al. 1992]. The simulated dataset included \( T = 10 \) primary periods, and \( n = 300 \) individuals in two groups (male and female). Individuals’ first-capture periods \( (t_0^\text{f}) \) were random. The true processes were smoothly time-varying effects plus an individual covariate (sex-effect). The true data-generating processes were:

\[
p(t, \text{sex}) = \logit^{-1} \left( 0.5 + t^\text{sin}(t) \right) - 10 \cdot \mathbb{1}[\text{sex} = 1] \quad \text{and} \quad \phi(t, \text{sex}) = 0.91 - 0.01 \cdot t - 0.05 \cdot \mathbb{1}[t = 5, 6] + 0.05 \cdot \mathbb{1}[t = 9, 10] - 0.05 \cdot \mathbb{1}[\text{sex} = 1].
\]

Figure 3 graphs the true processes.

**A** Linear Models (MLE)

\[
\begin{align*}
\phi(\cdot) & \quad \phi(t) \\
\phi(\text{sex}) & \quad \phi(\text{flood}) \\
\phi(t, \text{sex}) & \quad \phi(t \times \text{sex}) \\
\phi(\text{flood, sex}) & \quad \phi(\text{flood} \times \text{sex}) \\
\end{align*}
\]

\[
\otimes
\begin{align*}
p(\cdot) & \quad p(t) \\
p(\text{sex}) & \quad p(\text{flood}) \\
p(t, \text{sex}) & \quad p(t \times \text{sex}) \\
p(\text{flood, sex}) & \quad p(\text{flood} \times \text{sex})
\end{align*}
\]

64 fixed-effects models for model-averaging

**B** Equivalent Linear Model Base-learners

\[
\begin{align*}
b_{\text{OLS}}(u_p, \mathbf{1}_{N_T}) & \quad b_{\text{PLS}}(u_p, X_t; df = 1) \\
b_{\text{OLS}}(u_p, X_{\text{sex}}) & \quad b_{\text{OLS}}(u_p, X_{\text{flood}}) \\
b_{\text{OLS}}(u_p, X_{t \times \text{sex}}; df = 1) & \quad b_{\text{OLS}}(u_p, X_{t \times \text{flood}}; df = 1) \\
b_{\text{PLS}}(u_p, X_t, \text{sex}; df = 1) & \quad b_{\text{PLS}}(u_p, X_t, \text{flood}; df = 1) \\
b_{\text{PLS}}(u_p, X_t, X_{\text{sex}}; df = 1) & \quad b_{\text{PLS}}(u_p, X_t, X_{\text{flood}}; df = 1) \\
b_{\text{PLS}}(u_p, X_t, X_{t \times \text{sex}}; df = 1) & \quad b_{\text{PLS}}(u_p, X_t, X_{t \times \text{flood}}; df = 1) \\
b_{\text{spline}}(u_p, X_t; df = 1) & \quad b_{\text{spline}}(u_p, X_t; df = 1) \\
b_{\text{spline}}(u_p, X_t, \text{sex}; df = 1) & \quad b_{\text{spline}}(u_p, X_t, \text{flood}; df = 1)
\end{align*}
\]

1 boosted model with automatic base-learner selection

**C** Equivalent Non-Linear Model Base-learners (CART)

\[
b_{\text{trees}}(u_p, X_t, \text{sex, flood}; \text{depth} = 2) + b_{\text{trees}}(u_p, X_t, \text{sex, flood}; \text{depth} = 2)
\]

1 boosted model with automatic covariate selection

Figure 2: Different notation for multimodel inference of a Cormack-Jolly-Seber model, comparing fixed-effects model-averaging and boosting. **A** Each fixed-effect model includes one term for \( \phi \) (left) and one for \( p \) (right). \( \theta(\cdot) \) is an intercept model; \( \theta(t) \) has different coefficients per \( T \) capture periods (with appropriate constraints on \( t = T \)); \( \theta(a, b) \) is a linear combination of covariate \( a \) and \( b \) on the logit scale; \( \theta(a \times b) \) is an interaction effect between \( a \) and \( b \) on the logit scale. **B** Equivalent linear base-learners (Ordinary and Penalized Least Squares from abboost; [Bühlmann & Hothorn 2007]) with penalties to constrain their effective-df (ridge penalty). All terms are available in one model; selection of base-learners is by component-wise boosting. **C** Non-linear CJS model with CART-like trees, allowing complex interactions. Selection of covariates is by the **ctree** algorithm [Hothorn et al. 2006].
Figure 2A shows all combinations of $p$ and $\phi$ parametrizations, which has 64 possible fixed-effect models for estimation by Maximum Likelihood and AICc model-averaging. The true model is best represented as $\phi(t, \text{sex})p(t, \text{sex}).$ Flood is a dummy categorical variable that groups the captures periods $\{4, 5, 6\}$ (corresponding to a trough in either process): it simulates an analyst’s hypothesis that high flood years (in periods 4, 5, 6) may influence dipper survival and capture probability. The MLE and AICc model-averaging analyses were conducted with Program MARK (White & Burnham, 1999) and RMark (Laake, 2013).

For the boosting analyses, four techniques were compared: i) linear-model CJSboost-EM (using OLS and PLS base-learners); ii) non-linear CJSboost-EM (using a CART-like base-learner called “conditional-inference trees”; Hothorn et al., 2006); iii) linear-model CJSboost-MC; and iv) non-linear CJSboost-MC. For the linear-models, the OLS and PLS base-learners included all base-learners listed in Figure 2B. See the mboost R package (Bühlmann & Hothorn, 2007; Hofner et al., 2012). Variable selection occurs as a consequence of the internal competition among base-learners to fit the gradient, per boosting iteration. The effective degrees-of-freedom of each base-learner were constrained with ridge penalties, as per Section 2.4.

The non-linear CJSboost models had just one CART-like base-learner per $\phi$ and $p$. Variable-selection and interactions are implemented internally to the ctree algorithm, much like a black-box.

All 4 models used 70-times bootstrap-validation to estimate optimal values of $m_{\text{stop}}$, $\nu_{\phi}$ and $\nu_{p}$, as per section 2.4.

2.6. Analysis: dipper example

Using CJSboost-EM, I reanalyzed the European Dipper dataset from (Lebreton et al., 1992). I compared the results to the MLEs of the fully-saturated model ($\phi(t \times \text{sex})p(t \times \text{sex})$) as well as to AICc model-averaged estimates. The dataset has 294 individuals in $T = 7$ capture periods. Covariates included time, sex, and flood, similar to Section 2.5. The model-building framework was the same as in Figure 2. A 70-times bootstrap-validation was used for optimizing $m_{\text{stop}}$, $\nu_{\phi}$ and $\nu_{p}$.

Interested readers can repeat this analysis using the online tutorial at http://github.com/faraway1nspace/HMMboost/.

2.7. Simulation 2: high-dimensional example

The final simulation addressed the issue of high-dimensionality and the ability of CJSboost (EM) to find a sparse set of important covariates out of many spurious covariates. This is a variant of the “small n big p” problem often studied in machine learning. However, this challenge is extraordinarily difficult for capture-recapture analysis, because one must consider all combinations of covariates for different parameters ($\phi, p$). In this section, I simulated 21 multi-collinear, individual-level covariates (18 continuous, three discretized) drawn from a multivariate Gaussian with marginal variances of 1. The general model can be represented as:

$$\logit(\theta_{i,t}) = \beta_{\theta,0} + \sum_{k=1}^{21} X_{i,k} \beta_{\theta,k} + \sum_{\tau=2}^{T} \beta_{\theta,\tau} 1[\tau=t]$$

with $\theta_{i,t}$ being the capture probability for individual $i$ at time $t$, $X_{i,k}$ being the $k$th covariate for individual $i$, and $\beta_{\theta,k}$ and $\beta_{\theta,\tau}$ being the corresponding coefficients. The model includes both individual effects and capture period effects.
The intercepts were drawn randomly from $\beta_{0,0} \sim \text{U}(0.4, 0.6)$ and $\beta_{\phi,0} \sim \text{U}(0.55, 0.8)$. The true models were deliberately sparse, such that only three covariates’ coefficients ($\beta^*_{\phi}$) were non-zero. For continuous variables, $\beta^*_\theta$ had a norm of 1 (on the logit scale), while the categorical-variables had norms of 3, resulting in individual marginal effects spanning 0.8–0.9 probability-units. Time-as-a-categorical-variable was also included as a possible influential covariate. The number of individuals varied randomly from $n = 200:300$, in $T = 10$ capture periods. The simulation was repeated 30 times, each time with new covariates and coefficients. Such a model-averaging exercise cannot be performed in MARK, because there are more than 4 trillion different fixed-effects models (excluding two-way interactions or higher). Furthermore, the AIC is known to do poorly when the simulated true model is sparse by design (Burnham 2004).

For each simulated dataset, the boosting analyses used 23 different PLS base-learners ($df = 2$) for all continuous and categorical covariates, and included capture-period $t$ as a categorical variable (a.k.a, the $\theta(t)$ model). A 70-times bootstrap-validation was performed to optimize $m_{stop}$, $\nu_p$, and $\nu_\phi$. After optimization, the performance of the fitted models were assessed by calculating 2 point-wise statistics between the true (simulated) processes and the estimates of logit($\phi$) and logit($p$): i) Pearson correlation $\rho(F_\theta^{(\text{true})}, \hat{F}_\theta)$; and ii) the slope between $s(F_\theta^{(\text{true})}, \hat{F}_\theta)$ from a simple linear regression, whereby $s = 1$ suggests that the estimates are unbiased. $\hat{\rho}_\theta$ is a measure of the precision of the linear relationship between the true and fitted values, while $\hat{s}_\theta$ can be likened to angular bias.

An extra topic explored in the online tutorial, but not in this paper, was the performance of CART-like trees (see http://github.com/farawayinspace/HMMboost/).

In addition to studying the precision and bias of estimates, I also demonstrate the usefulness of inclusion probabilities (the probability that a covariate is selected in the model) to infer the importance of covariates. I used the technique of stability selection from Meinshausen & Bühlmann (2010), integrated within the 70-times bootstrap-validation. Stability selection probabilities $\hat{S}$ are estimated by scoring whether a $k^{th}$ covariate $X_k$ is selected in a $b$ bootstrap before $m$ iterations, $\hat{S}_{b,k}^{(m)} = \frac{1}{70} \sum_{b=1}^{70} \mathbb{I}[X_k \in S^{(m,b)}_\theta]; \hat{S}_{\theta,k}^{(m)}$ is evaluated per $m$, per covariate $X_k$ and per parameter $\theta \in \{\phi, p\}$. The average over all (reasonable) regularization hyperparameters yields a Frequentist approximation to posterior inclusions probabilities, $\pi(i_{\theta,k}|D) \approx \frac{1}{m_{\text{max}}} \sum_{m=1}^{m_{\text{max}}} \hat{S}_{\theta,k}^{(m)}$ (Murphy 2012c). Ideally, influential covariates should have very high inclusion probabilities ($\gg 0.5$, and perhaps close to 1). Such posterior probabilities are an important means of inference about the covariates, and are more intuitive than other familiar tools for inference, like 95%CI (Hoekstra et al. 2014, Morey et al. 2016). Also, the stability paths (Figure 8) can be a valuable graphical tool for interpreting the importance of covariates (Meinshausen & Bühlmann 2010).

Stability selection can also serve in a second-stage of “hard-thresholding” to find a sparse set of truly influential covariates (Bach 2008, Meinshausen & Bühlmann 2010). One picks an inclusion probability threshold between 0.5–0.99, and discards non-influential covariates below this threshold. One can proceed to “debias” the coefficients by running a final boosting model using only the selected covariates (Murphy 2012c) and setting $m \to \infty$. Choosing an appropriate threshold is a classic trade-off between Type I errors
and Power: a high threshold $\approx 1$ should correctly reject the non-influential covariates (low False Discovery Rate) but may wrongly reject some of the truly influential covariates (high False Rejection Rate); a low threshold $< 0.5$ will result in a higher False Discovery Rate but low False Rejection Rate. Ideally, there should be a wide range of thresholds between 0.5-1 where both the FDR and FRR are close to zero.

When the FDR and FRR are zero, a procedure is called “model-selection consistent”: it can correctly shrink the coefficients of non-influential covariates to zero. It is also an “oracle” if it can accurately estimate coefficients as if the true model was known in advance (Zou 2006). The Lasso, Ridge-regression, and Boosting do not have these properties (Zou 2006; Bach 2008; Bühlmann & Hothorn 2010): there is a pernicious trade-off between predictive-performance and model selection consistency (Zou 2006; Meinshausen & Bühlmann 2006; Murphy 2012c) which has to do with one’s values (Vrieze 2012). The AIC is also not model-selection consistent (Shao 1997; Vrieze 2012). Instead, the AIC and Boosting are motivated by good prediction performance and minimizing the expected loss, rather than the belief in a sparse true model. Many authors laud this latter perspective, and declare sparsity to be a purely human construct that is irrelevant to natural phenomena (Burnham 2004; Vrieze 2012). Philosophical notions aside, there may be a strong practical imperative in capture-recapture to favour sparser solutions than what AIC or boosting can provide, as we demonstrate with the stability paths. Towards this goal, stability selection and inclusion probabilities can transform an $\ell_1$ regularizer into a model-selection consistent procedure (Bach 2008; Meinshausen & Bühlmann 2010). Further debiasing can give it oracle properties. Such a multi-stage procedure is no longer strictly about prediction; rather, it considers regularization as an intermediary step towards an ultimate goal to recover a true sparse model.

One caveat to using stability selection for CJSboost is that base-learners must have equal flexibility/degrees-of-freedom; otherwise, the more complex base-learners (and their constituent covariates) will have a greater probability of being selected (Kneib et al. 2009). See Section 2.4.

A final note on debiasing and convexity of the loss function: after thresholding, the final model may not have a unique MLE, such as as the $\phi(t)p(t)$ model. In such cases, one must impose constraints (such as $\phi_T = \phi_T$) before attempting to debias the results and run the gradient descent until convergence $m \to \infty$. Regularized CJSboosting does not have this problem because of early-stopping and model-selection.

3. Results

3.1. Simulation 1: EM vs MC vs AICc vs MLE

Figure 3 compares the estimates from CJSboost-EM versus AICc model-averaging and MLEs from the full-model $\phi(t \times sex)p(t \times sex)$, as well as the true processes. Figure 4 does the same for the CJSboost-MC.

The results can be summarized as follows:

i) The Expectation-Maximization algorithm and the Monte-Carlo algorithm yielded approximately the same estimates for the linear models ($b_{PLS}$), but slightly different results for the non-linear CART-like base-learners ($b_{Trees}$).
Figure 3: Simulation 1, demonstrating the CJSboost estimates from the Expectation-Maximization technique. A comparison of capture probability estimates $\hat{p}(t \times sex)$ and survival estimates $\hat{\phi}(t \times sex)$ from models composed of linear base-learners (OLS and PLS; in orange) and non-linear base-learners (CART-like trees; in red), as well AICc model-averaging (blue) and MLE (dashed black).

ii) None of the four methods (MLE, AICc, $b_{\text{PLS}}$-boost or $b_{\text{Trees}}$-boost) did a convincing job of approximating the true underlying processes (for both $\phi$ and $p$), although each model did uncover some aspect of the true processes.

iii) The similarities between the three predictive methods (AIC, $b_{\text{PLS}}$-boost, $b_{\text{Trees}}$-boost) were thus:

(a) all three methods showed the same pattern for both for $\phi$ and $p$: low values during the flood periods ($t=4,5,6$), and a moderate sex effect (group 1 had higher values than group 2);

(b) the $b_{\text{PLS}}$-boost model was most similar to AICc model-averaging;
Figure 4: Simulation 1, demonstrating CJSboost estimates from the Monte-Carlo approximation technique. A comparison of capture probability estimates $\hat{p}(t \times sex)$ and survival estimates $\hat{\phi}(t \times sex)$ from models composed of linear base-learners (OLS and PLS; in orange) and non-linear base-learners (CART-like trees; in red), as well AICc model-averaging (blue) and MLE (dashed black).

(c) the estimates from both boosted models were *shrunk to the mean* relative to model-averaged estimates; i.e., high model-averaged estimates were generally greater than the boosted estimates, and low model-averaged estimates were generally lower than the boosted estimates;

(d) the non-linear $b_{trees}$ estimates showed more shrinkage to the mean than the linear $b_{PLS}$ estimates;

iv) The MLEs of the full-model $\hat{\phi}(t \times sex)\hat{p}(t \times sex)$ showed the most extremes values.
Figure 5: Dipper analysis of survival φ and capture probability p by CJSboost-EM using least-squares base-learners, plus comparison with AICc model-averaging and MLE (\(\hat{\phi}(t\times sex)\hat{p}(t\times sex)\)). The regularization pathway of the estimates is visualized with the spectrum-coloured lines, starting at the intercept-only model (0% decent) and growing more complex as the gradient descent algorithm proceeds. The final estimates are achieved at 100% of the descent, when the boosting iteration \(m_{CV}\) is reached.

3.2. Results: Dipper example

This section shows the reanalysis of the European Dipper dataset from Lebreton et al. (1992). Figure 1 shows an example of the gradient descent of the empirical risk and the holdout-risk from the 70-times bootstrap-validation used to estimate the optimal \(m_{\text{stop}}\). Comparisons were between the linear \(b_{\text{PLS}}\)-boost-EM model (Figure 5) and the non-linear \(b_{\text{Trees}}\)-boost-EM model (Figure 6), as well as AICc model-averaging and MLEs from the full-model \(\phi(t\times sex)p(t\times sex)\). Both Figures also show the “regularization pathway” of
Figure 6: Dipper analysis of survival $\phi$ and capture probability $p$ by CJSBoost-EM using non-linear base-learners (CART-like trees), plus comparison with AICc model-averaging and MLE ($\hat{\phi}(t \times \text{sex})\hat{p}(t \times \text{sex})$). The regularization pathway of the estimates is visualized with the spectrum-coloured lines, starting at the intercept-only model (0% decent) and growing more complex as the gradient descent algorithm proceeds. The final estimates are achieved at 100% of the descent, when the boosting iteration $m_{CV}$ is reached.

their respective boosted model: the movement of the estimates from their initial uniform intercept model (at $m = 0$) to their final values at $m = m_{CV}$, stratified by the percentage of the total reduction in the empirical risk. The results can be summarized thus:

i) For both survival $\phi$ and capture probability $p$, all three predictive methods (AICc, $b_{PLS}$-boost or $b_{trees}$-boost) were much more similar to each other than to the MLEs from the full-model.

ii) For survival, all three predictive methods yielded the same estimates: a survival probability of 0.48-0.5
during the flood years \((t = 3, 4)\) and no sex-effect.

iii) For capture probability, the model-average estimates suggested a slight sex effect of about 1.5 probability units, whereas both boosted models shrunk the capture-probability to a constant; in contrast, the MLEs varied wildly.

iv) Regarding the regularization pathways, the linear \(b_{\text{PLS}}\)-boosted estimates converged very quickly (within 25% of the gradient decent) to their final estimates; whereas the movement of the non-linear \(b_{\text{Trees}}\)-boosted estimates moved much more gradually.

3.3. Simulation 2: high-dimensional example

![Figure 7: Comparing true vs estimated survival \(\phi_{i,t}\) and capture probability \(p_{i,t}\) for individuals \(i\) at capture-period \(t\). Boosted estimates incur some downward bias (evident in the difference between the 1:1 line and the estimates’ red trend-line) due to shrinkage of coefficients to the intercept-only model.]

Over the 30 simulations, the Pearson correlation between the true and estimated survival had the following descriptive statistics: mean of 0.979, minimum of 0.955, \(Q_{0.05}\) of 0.959, and a maximum of 0.997. For capture
Figure 8: Demonstration of stability selection probabilities for one high-dimensional simulation. As the boosting iteration \((m)\) gets large, regularization gets weaker, and all covariates have a higher selection probability \(S\) (estimated from a bootstrap). Lines in red are truly influential covariates. Lines in gray are non-influential covariates. Lines in pink are not-influential for \(\theta\), but are influential in the other parameter \(\neg\theta\). Lines in blue represent the time-as-a-categorical-variable base-learner, a.k.a \(\theta(t)\), which in this simulation was non-influential.

Regarding the stability selection results, Figure 8 shows an example of the stability paths over \(m\) (for the
same simulations shown in Figure 7). Readers can view an online animated GIF which shows the stability
paths for all 30 simulations, at http://github.com/farawayinspace/HMMboost/ and in the Supplementary
Material. The results can be summarized as:

i) The stability paths of the truly influential covariates (in red, Figure 8) were visually very different from
the rest of the non-influential covariates (grey). In particular, the truly influential covariates reached
high stability selection probabilities $S$ for small values of $m$. For $\phi$, they reach $S^{(m_{CV})}_{\phi} = 1$ by the optimal
$m_{CV}$ in all simulations; while for $p$, 94.6% of the covariates reached $S^{(m_{CV})}_{p} = 1$ by $m_{CV}$. On average,
their posterior inclusion probabilities (over all $m$) were 0.98 and 0.96 for $\phi$ and $p$, respectively.

ii) For the non-influential covariates, the stability selection probabilities at $m_{CV}$ were low, $S^{(m_{CV})} \lesssim 0.5$,
and rarely achieved a $S^{(m_{CV})} > 0.8$ by $m_{CV}$. Only 1.2% of such covariates achieved $S^{(m_{CV})} \geq 0.95$ by
$m_{CV}$, for both $\phi$ and $p$. On average, their inclusion probabilities were 0.32 for $\phi$ and 0.38 for $p$.

iii) The stability path of the time-as-a-categorical-variable (a.k.a $\theta(t)$, in blue, Figure 8) showed a greater
tendency for inclusion and achieved high stability selection probabilities, particularly for $p$. For $p$, it
achieved $S^{(m_{CV})}_{p} \geq 0.95$ by $m_{CV}$ in 60% of simulations (in which it was not truly influential). Its inclusion
probabilities were 0.49 for $\phi$ and 0.75 for $p$, averaged over all simulations. This has important implications
for model-selection consistency (or lack thereof). This may explain the anecdotal experience that, to have
good-fitting capture-recapture models, one must usually incorporate time-varying capture-probabilities.

iv) The stability paths of covariates which were important in one parameter (like $\phi$) but unimportant in the
other parameter (like $p$) seemed to achieve higher inclusions probabilities (in pink, Figure 8), more so
than the other non-influential covariates in grey. For $p$, such covariates achieved $S^{(m_{CV})}_{p} \geq 0.95$ in 10%
of simulations, and in 3.3% of simulations for $\phi$. This suggests an underlying structural correlation and
may have implications for model-selection consistency.

Table 1 shows the coefficients of a prediction-optimal CJSboost model for one simulation (same as Figures
7 and 8). As expected, the regularized regression coefficients placed highest weight on the 6 truly influential
covariates, albeit with a downward bias that is characteristic of $\ell_1$ regularization (the true values were $\|\beta_k\| = 1$). The model shrunk the remaining non-influential coefficients to low values, but not to zero, incurring a
False Discovery Rate of 0.34. Table 1 also demonstrates the effects of coefficient hard-thresholding using the
posterior inclusion probabilities estimated in Figure 8. At higher thresholds (0.80-0.95), the model succeeds
in having a FDR and FRR of zero, as well as accurate unbiased estimates of the coefficients (seemingly an
“oracle”, for this one simulation). The optimal threshold seems to be in the of 0.80-0.95, similar to the
threshold suggested by Bach [2008] and Meinshausen & Bühlmann [2010]. After “debiasing” [Murphy
2012c] here, meaning running $m \to \infty$ after hard-thresholding), the CJSboost estimates become nearly equal
to the oracle MLEs (a benchmark model run with 100% foresight about the true model). Thresholding at low
values (< 0.8) and debiasing added too much weight on some non-influential covariates (i.e., no shrinkage),
whereas thresholding at extremely high values (> 0.95) incurred a False Rejection.
Table 1: Estimates of coefficients from CJSboost, for one high-dimensional model-selection problem, under different degrees of hard-thresholding

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Survival ( \Phi )</th>
<th>Prediction Optimal ( 0.55 )</th>
<th>Inclusion Probability Threshold ( \Phi )</th>
<th>MLE Oracle ( 1 )</th>
<th>SE Oracle ( 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0(t:1) )</td>
<td>0.002</td>
<td>-0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:2) )</td>
<td>0.041</td>
<td>-0.238</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:3) )</td>
<td>-0.036</td>
<td>-0.271</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:4) )</td>
<td>-0.026</td>
<td>-0.285</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:5) )</td>
<td>0.017</td>
<td>0.205</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:6) )</td>
<td>0.086</td>
<td>-0.005</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:7) )</td>
<td>0.015</td>
<td>0.124</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:8) )</td>
<td>0.022</td>
<td>0.196</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:9) )</td>
<td>0.025</td>
<td>0.264</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_0(t:10) )</td>
<td>-0.001</td>
<td>-0.091</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(s) )</td>
<td>-0.083</td>
<td>-0.173</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(b) )</td>
<td>0.826</td>
<td>0.992</td>
<td>1.064</td>
<td>1.045</td>
<td>1.067</td>
</tr>
<tr>
<td>( \beta_1(c) )</td>
<td>0.175</td>
<td>0.262</td>
<td>0.288</td>
<td>0.303</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(d) )</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(e) )</td>
<td>-0.048</td>
<td>-0.151</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(f) )</td>
<td>-0.034</td>
<td>-0.109</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(g) )</td>
<td>0.028</td>
<td>0.083</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(h) )</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(i) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(j) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(k) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_1(l) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(m) )</td>
<td>0.042</td>
<td>0.173</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(n) )</td>
<td>0.042</td>
<td>0.173</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(o) )</td>
<td>0.027</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(p) )</td>
<td>0.063</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(q) )</td>
<td>-0.15</td>
<td>-0.202</td>
<td>-0.243</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(r) )</td>
<td>0.116</td>
<td>0.161</td>
<td>0.197</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(s) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(t) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \beta_2(u) )</td>
<td>0</td>
<td>0.059</td>
<td>0.166</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Bold coefficients** show oracle-properties.

Covariates \( a-r \) are continuous; covariates \( s-u \) are categorical; \( \beta(t:1) \) is equivalent to a \( \theta(t) \) sub-model.

† CJSBoost-EM model with \( m_{stop} \) tuned by bootstrap-validation.

‡ Debiased CJSBoost-EM model (unregularized; \( m \rightarrow \infty \)) after discarding covariates with inclusion probabilities below a threshold.

§ MLEs when the true model is known in advance.

**False Discovery Rate:** 0.382

**False Rejection Rate:** 0.021
4. Discussion

This study presents a boosted ensemble method for the Cormack-Jolly-Seber capture-recapture model, called CJSboost. I compared its estimates to AICc model-averaging. While univariate boosting is well-known in applied ecology (Elith et al., 2008; Hothorn et al., 2010; Tyne et al., 2015), the naive application of boosting for capture-recapture was not possible because of the serially-dependent nature of capture-histories. In response to this challenge, this paper presents two modifications to the Component-wise Boosting procedure, one based on Expectation-Maximization (first suggested in the appendix of Ward et al., 2009) and another based on Monte-Carlo imputation of HMM latent states. Both lead to equivalent inferences (up to an approximation error) and serve to validate each other. Code and a tutorial are available on the Github site [http://github.com/faraway1nspace/HMMboost](http://github.com/faraway1nspace/HMMboost). The framework can be easily extended to other capture-recapture systems, thereby introducing new machine-learning techniques to capture-recapture practitioners, such as CART-like trees, splines and kernels.

The motivation for boosted capture-recapture models are many:

1. automatic variable selection and step-wise multimodel inference (without the sometimes-impossible task of fitting all possible fixed-effects models, as in AIC-based model averaging);
2. regularization and sparse estimation, which deflate the influence of unimportant covariates;
3. shrinkage of estimates away from extreme values and inadmissible values (e.g., $\phi = 1$);
4. a smoother way to address parameter non-identifiability issues, via regularization and step-wise estimation, rather than arbitrary constraints (e.g., fixing $\phi_T = \phi_{T-1}$);
5. highly extensible (see the wide variety of base-learners available under the mboost package, Bühlmann & Hothorn, 2007; Hofner et al., 2012);
6. inference based on predictive performance.

Through simulation and an analysis of the European Dipper dataset (Lebreton et al., 1992), this study is primarily concerned with comparisons of CJSboost to AICc model-averaging. This is not because of theoretical connections between the two (although some do exist); rather, AIC model-selection and model-averaging are the incumbent multimodel inference techniques in capture-recapture practise. It is therefore very reassuring that estimates from CJSboost and AICc model-averaging are qualitatively comparable, revealing strikingly similar patterns. This was apparent among simple least-squares base-learners as well as purely-algorithmic base-learners like CART. One distinction was that the CJSboost models were slightly more conservative and had more shrinkage on coefficients. This is desirable, especially during the current crisis of reproducibility (Simmons et al., 2011; Yaffe, 2015), because the AIC is thought to be overly permissive (Shao, 1993; Burnham, 2004; Vrieze, 2012; Hooten & Hobbs, 2015).

Secondly, the AIC serves as a useful conceptual bridge for introducing practitioners to the notion of regularization and predictive performance. For instance, the AIC is itself a specific type of regularized objective function (fixed-penalty $\ell_0$ regularizer) nested within a more general class of regularizers, within
which Component-wise Boosting is generally considered a $\ell_1$ regularizer (Efron et al., 2004; Bühlmann & Hothorn, 2007). The AIC also has a cross-validation interpretation (Stone, 1977; Shao, 1993, 1997). Therefore, capture-recapture practitioners, who are already (perhaps unwittingly) using predictive-performance and regularization, should expand their concept of “model parsimony” and multi-model inference to include boosting. There has been a call for ecologists to embrace algorithmic means of inference (Oppel et al., 2009), and now this is available to capture-recapture practitioners.

4.1. Inference under boosting

One potential problem of boosted capture-recapture models is the new thinking required to understand what it is and how to describe its results. With origins in machine-learning, such algorithmic inference procedures may seem incomprehensible to ecologists: they may begrudge the lack of familiar inference tools like $p$-values and 95%CI (although, these are frequently misused: Hockstra et al., 2014; Morey et al., 2016) or AIC weights. I offer two ways to understand boosting: comparison with other regularizers, and as a type of multi-model inference optimized for prediction.

In univariate analyses, boosting has some relationships to other procedures (see Meir & Rätsch, 2003 for an overview). For linear-models with Gaussian error, component-wise boosting is generally equivalent to the Lasso (Efron et al., 2004; Bühlmann & Hothorn, 2007). The Lasso can be viewed as simultaneously optimizing a goodness-of-fit term (i.e., a loss function) and a penalty on model complexity (the $\ell_1$-norm on regression coefficients). This form should be immediately familiar to most ecologists: the AIC also has a goodness-of-fit term and a fixed-penalty on model complexity ($-2\ell_0$-norm of regression coefficients). Hooten & Hobbs (2015) unify these ideas in a Bayesian framework: regularization is merely a strong prior disfavouring model complexity; more formally, regularized risk minimization is equivalent to Bayesian Maximum A-posteriori Probability (MAP) estimation (Murphy, 2012a), when the loss function is the negative log-likelihood. This is a helpful perspective, because inasmuch as capture-recapture practitioners are turning to Bayesian solutions under sparse data (Schofield et al., 2009; Schofield & Barker, 2011; Rankin et al., 2014, 2016), the CJSboost framework is allied and should be seriously considered. The above equivalences are more difficult to motivate using quixotic base-learners like CART-like trees, but which otherwise have great empirical performance under complex interactions and non-linear associations.

A second view of boosting is as an ensemble of many small models, like model-averaging. The terminology of a “learner” hails from its machine-learning origins, but base-learners are really just familiar analytic techniques commonly used for standalone modelling, like Ordinary Least Squares regression or CART. The influence of any one model is weighted according to the step-wise gradient descent procedure known as Boosting. Consider the case of Ordinary Least Squares base-learners: under extreme regularization ($m = 1$), the boosted estimates are the MLE of a simple intercept model (e.g. $\hat{\phi}(\cdot)\hat{\beta}(\cdot)$). At weaker regularization $m \to \infty$, the estimates tend to the MLEs of the fully-saturated model (Mayr et al., 2012). In between these extremes, at $m_{\text{stop}} = m_{\text{CV}}$, the estimates are shrunken, and somewhat qualitatively similar to AICc model-averaging. The size of the ensemble and its complexity is governed by predictive performance (through
Thus, the resulting multimodel prediction function is that which minimizes the expected loss, and is therefore constrained from over-fitting. Unsurprisingly, the estimates have a slight downward bias but are more stable across outliers and different realizations of the data (i.e. favouring low-variance in the classic “bias-variance” trade-off:

But what can one say about “significance” or “biological importance”? The answer is the interpretation of the additive coefficients (assuming they are similarly scaled): coefficients with the largest absolute values are the most influential on survival or capture probability. Using bootstrap stability-selection, we can also use approximate posterior inclusion probabilities as a type of uncertainty statistic: covariates/base-learners with high inclusion probabilities are probably more important; covariates with low inclusion probabilities (< 0.5) are probably not that important. Probabilities lead to straightforward inference. The stability paths (Figure 8) may also help visually discriminate between important covariates and noisy non-influential covariates, as suggested by Meinshausen & Bühlmann (2010): they notice a visual pattern whereby the true-model covariates enter the ensemble earlier and peel away from the unimportant covariates.

The above interpretations are hardly more difficult than understanding the AIC and model-averaging. In the applied ecological literature, there are few authors who formally justify a preference for the AIC versus other regularization and prediction techniques. Neither do ecologists seem to weigh in on philosophical arguments in favour of a prediction-optimal model versus a sparse model. Such matters are confused by a literature that is unclear about the underlying justification for AIC weighting and averaging (compare, for example, statements by Burnham 2004 vs Raftery 1995 and Hooten & Hobbs 2015 about AIC weights as model probabilities). Commonly, ecologists cite “model parsimony” and Kullback-Leibler divergence as a justification for the AIC. This particular view of parsimony, however, favours certain outcomes.

Burnham (2004) offers a formal defence of the AIC and AIC model-averaging based on a notion of covariate “tapering”: the view that a response variable should theoretically have many small influences, possibly infinite, and our analyses should increasingly reveal more of these minor influences as we collect more data. They argue that natural phenomena are not “sparse”, unlike the systems studied by computer scientists, nor is there ever a “true model” (an oxymoron). This view is echoed by Vrieze (2012). The tapered worldview seems compelling for analyzing complex biological systems, where everything influences everything else. It is also, conveniently, the scenario in which the AIC and LOOCV are asymptotically prediction optimal and model-selection consistent (Shao 1993, 1997, Burnham 2004, Vrieze 2012).

4.2. Tapering vs sparsity

Nonetheless, I offer four arguments for capture-recapture methods to be more conservative. First, in an era of “Big Data” (geo-spatial, genetic, bio-logging, etc.) analysts increasingly have access to dozens of inventive potential covariates, many of which are different operationalizations of the same physical phenomena (e.g., consider the many ways one can measure Sea-Surface Temperature at multiple space-time scales). This Big Data deluge requires sparser discrimination among covariates, and if not, may encourage fishing for significance. Second, in an era of questionable scientific reproducibility (Simmons et al. 2011, Yaffe...
we need better control on False Discoveries (among other things). This is a huge challenge, because
from an optimal-prediction perspective, a False Rejection is much more costly to the expected loss than a
shrunken False Discovery (Shao, 1993), thus making procedures overly liberal, including both the AIC and \(\ell_1\)
regularizers. Third, there may be structural correlations in capture-recapture procedures that strongly favour
certain outcomes, and which may preclude any hope for sparse, model-selection consistent estimates. I offer
no theory to back this claim, but based on high-dimensional simulations, this study reveals high posterior
inclusions probabilities for \(p(t)\) models (even when it is not the true model), as well as for covariates which
are significant in one component, but not the other. This is likely not a feature of CJSboost, but a more
widespread capture-recapture phenomenon (see Bailey et al., 2010 and Rankin et al., 2016 for problems of
partial-identifiability of parameter estimates in capture-recapture). It can be expected to be more severe
under low-detection probabilities. Fourth, in the author’s experience, the AIC/AICc seems to favour over-
parametrized models that would be inadmissible under a Bayesian or a prediction paradigm, such as 100%
survival and (the more ambiguous) 100% capture probability. Here, shrinkage on extreme values under
regularization is similar to a Bayesian weak prior against boundary values.

To be clear, prediction-optimal \(\ell_1\) regularization, like L2boosting and the Lasso, are not very sparse,
nor are they model-selection consistent (Meinshausen & Bühlmann, 2006; Zou, 2006; Bühlmann & Hothorn,
2010). They do, however, have more shrinkage on complexity than the AICc (Shao, 1997; Bühlmann &
Hothorn, 2007) and AICc model-averaging, which is demonstrated in this study through simulation and an
analysis of a real dataset. For more sparse model selection, the technique of bootstrapped stability selection
(Meinshausen & Bühlmann, 2010; Murphy, 2012c) can be used to hard-threshold covariates which have low
posterior inclusion probabilities (\(\lesssim 0.8\)–0.95).

### 4.3. Multimodel inference: build-up or post-hoc?

A boosted ensemble is built from the simplest intercept model and then “grows” more complex in a
step-wise manner. This is the reverse of many multimodel inference techniques that do post-hoc weighting
of models, such as AIC model-averaging and Bayesian model-averaging. However, the post-hoc approach
becomes unmanageable with just a few covariates and parameters, given the combinatorial explosion in the
number of plausible fixed-effect models. There is a risk that well-intentioned researchers will take short-cuts,
such as a step-wise search strategy (Pérez-Jorge et al., 2016; Taylor et al., 2016), which may be susceptible
to local-minima.

In conventional boosting, use of a convex loss function ensures that the gradient descent does not get stuck
in a local minima. For non-convex problems, such as gamboostLSS (Mayr et al., 2012) and CJSboost, forced
weakness/constraints on base-learners makes the problem more defined, but inevitably the start-values will
dictate the direction of the gradient descent. However, for CJS and most capture-recaptures models, there
is usually a well-defined intercept-only model that can serve as a principled way to initialize the predictions,
such that if a unique MLE exists for the fully-saturated model, the boosting algorithm will reach it as \(m \to \infty\).

If there are parameter non-identifiability issues (such as for \(\{\phi_T, p_T\}\)), early stopping will ensure that the
shrinkage is in the direction of the intercept-only model. Or, classic constraints can be imposed within the base-learners, such as fixing $\phi_T = \phi_{T-1}$.

4.4. Extensions and future considerations

This study is merely the first step in developing and introducing boosting for HMM and capture-recapture. Many of the properties which hold for univariate Component-wise Boosting will need theoretical and empirical validation. Many questions arise, for example, how do the selection properties vary by sample-size, especially in reference to BIC and AIC model-averaging? How sensitive are the results to low detection probabilities? Does the EM technique and/or the MC technique generalize to multi-state models? How important is tuning both hyperparameters $m$ and $\nu$? Does the algorithm always reach the MLE of the fully-saturated model as $m \to \infty$ and under what conditions does it fail? Is CJSboost and AICc-selection minimax optimal for mark-recapture?

By validating the boosting technique for a simple open-population model, this study paves the way for more popular capture-recapture models, such as POPAN and the PCRD, which have more model parameters in the likelihood function, like temporary-migration processes. With more parameters, the boosting algorithms will require more efficient ways of tuning hyperparameters. See Appendix B.2 for ideas in this regard.

One major benefit of the CJSboost framework is its extensibility. It can easily accommodate phenomena such as individual heterogeneity, spatial capture-recapture and cyclic-splines. These are possible because the CJSBoost code is written for compatibility with the \texttt{mboost} family of R packages, and leverages their impressive variety of base-learners (Bühlmann & Hothorn [2007], Hofner et al.[2012]). For example, the \texttt{brandom} base-learner can accommodate individual random effects for addressing individual heterogeneity in a manner similar to Bayesian Hierarchical models (Rankin et al., 2016). Kernels (\texttt{brad}) and spatial splines (\texttt{bspatial}) can be used for smooth spatial effects (Kneib et al., 2009; Hothorn et al., 2010; Tyne et al., 2015) offering an entirely new framework for spatial capture-recapture. The largest advantage is that users can add these extensions via the R formula interface, rather than having to modify deep-level code. CJSboost, therefore, offers a unified framework for many types of capture-recapture ideas that would otherwise require many different analytical paradigms to study the same suite of phenomena.

5. Conclusions

1. Boosting, the regularized gradient-descent and ensemble algorithm from machine learning, can be applied to capture-recapture by reformulating the models as Hidden Markov Models, and interweaving an Expectation-Maximization E-step within each boosting iteration. An alternative boosting algorithm, based on stochastic imputation of HMM latent states, yields approximately equivalent estimates.

2. Boosting negotiates the “bias-variance” trade-off (for minimizing an expected loss) by incurring a slight bias in all coefficients, but yields estimates that are more stable to outliers and over-fitting, across
multiple realizations of the data. In contrast, Maximum Likelihood estimates are unbiased, but are highly variable.

3. CJSboost allows for powerful learners, such as recursive-partitioning trees (e.g., CART) for automatic variable-selection, interaction detection, and non-linearity. This flexibility seems to come at a cost of slightly more conservative estimates (if the underlying true model is linear).

4. Both AICc model-selection and boosting are motivated by good predictive performance: minimizing an expected loss, or generalization error. When using least-squares or CART-like base-learners, the estimates from CJSboost are qualitatively similar to AICc model-averaging, but with increased shrinkage on coefficients.

5. CJSboost seems to perform very well in high-dimensional model selection problems, with an ability to recover a small set of influential covariates. Typically, there is a small and non-zero weight on some unimportant covariates (especially $p(t)$ base-learners). This pattern is consistent with the performance of univariate component-wise boosting and other $\ell_1$ regularizers.

6. If the goal of a capture-recapture analysis is not prediction, but to recover a sparse “true model”, then CJSboosted models can be hard-thresholded via stability-selection. Hard-thresholded CJSboost models show some promise towards model-selection consistency and oracle-properties, but there may be some structural correlations in capture-recapture likelihoods that make this generally untrue.
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APPENDICES

Appendix A. Algorithms for Filtering and Sampling HMM Latent States

The CJSboost algorithm depends on conditional independence of data pairs \((y_{i,t}, X_{i,t})\) for individuals \(i\) in capture period \(t\), in order to estimate the negative-gradient in the descent algorithm. This is possible if we impute information about the latent state sequences \(z\) for pairs of capture periods at \(t\) and \(t-1\). The two CJSboost algorithms, CJSboost-EM and CJSboost-MC, achieve this same idea with two different, but related, techniques. In both cases, we will use a classic “forwards-backwards” messaging algorithm to gain information about the probability distribution of the latent state sequences. In CJSboost-EM, we calculate the two-slice marginal probabilities \(p(z_{t-1} = u, z_t = v \mid y_{1:T}, \phi, p)\), per boosting iteration; in CJSboost-MC, we will sample \(z\) from its posterior distribution \(\pi(z_{1:T} \mid y_{1:T}, \phi, p)\). See Rabiner [1989] and Murphy [2012b] for accessible tutorials.

Both algorithms use a forwards algorithm and backwards algorithm. We will drop the indices \(i\), and focus on the capture history of a single individual. \(y\) is the time-series of binary outcomes of length \(T\). \(z\) is a
vector of latent states \( z \in \{ \text{dead, alive} \} \). We condition on an individual’s first capture at time \( t = t^0 \), and are only concerned with the sequence \( z_{t^0:T} \). Survival from step \( t - 1 \) to \( t \) is \( \phi_t \). Conditional on \( z_t \), the capture probabilities are \( p(y_t = 1|z_t = v) = p_t \), and \( p(y_t = 1|z_t = \text{dead}) = 0 \). In HMM notation, the CJS processes can be presented as the following column-stochastic matrices:

\[
\Phi_t = \begin{pmatrix} \text{dead} \\ \text{alive} \end{pmatrix} = \begin{pmatrix} 1 & 1 - \phi_t \\ 0 & \phi_t \end{pmatrix} \quad \Psi_t = \begin{pmatrix} \text{no capture} \\ \text{capture} \end{pmatrix} = \begin{pmatrix} 1 & 1 - p_t \\ 0 & p_t \end{pmatrix}
\] (A.1)

In HMM parlance, \( \Phi \) is the Markovian transition process; we denote the probability \( p(z_t = u|z_{t-1} = u) \) as \( \Phi_t(u, v) \). \( \Psi \) is the emission process governing capture probabilities; we denote the probability \( p(y_t = 1|z_t = v) \) as \( \Psi_t(v) \).

**Appendix A.1. Forward-algorithm**

The forward messaging algorithm involves the recursive calculation of \( \alpha_t(v) \), per time \( t \) and state \( z_t = v \). \( \alpha_t \) is the filtered belief state of \( z_t \) given all the observed information in \( y \) from first capture \( t^0 \) until \( t \). Notice, that for clarity, we drop the notation for conditioning on \( \phi \) and \( p \), but these are always implied.

\[
a_t(v) := p(z_t = v|y_{t^0:t}) = \frac{1}{Z_t} p(y_t|z_t = v)p(z_t = v|y_{t^0:t-1}) = \frac{1}{Z_t} p(y_t|z_t = v) \sum_u p(z_t = v|z_{t-1} = u)p(z_{t-1} = u|y_{t^0:t-1}) = \frac{1}{Z_t} \Psi_t(v) \sum_u \Phi(u, v) \alpha_{t-1}(u) \quad Z_t = \sum_v \left( \Psi_t(v) \sum_u \Phi(u, v) \alpha_{t-1}(u) \right), \sum_v \alpha_t(v) = 1
\] (A.2)

The algorithm is initialized at time \( t^0 \) (an individual’s first capture) with \( \alpha_{t^0}(v|\text{alive}) = 1 \). Conditional on the values of \( \alpha_t(v) \) for all \( v \), one can proceed to calculate the next values of \( \alpha_{t+1}(v) \), and so on, until \( t = T \).

**Appendix A.2. Backwards-algorithm**

Messages are passed backwards in a recursive algorithm starting at \( t = T \) and moving backwards until \( t = t^0 \), the first-capture period, while updating entries in \( \beta_t(v) \).

\[
\beta_{t-1}(u) := p(y_{t:T}|z_{t-1} = u) = \sum_v p(y_{t+1:T}|z_t = v)p(y_t|z_t = v)p(z_t = v|z_{t-1} = u) = \sum_v \beta_t(v) \Psi_t(v) \Phi_t(u, v)
\] (A.3)

The algorithm is initialized \( \beta_T(\cdot) = 1 \) for all states \( v \) (notice that the entries do not need to sum to 1). Having calculated the backwards and forwards messages, we can now proceed to characterize the latent state distributions.
Appendix A.3. Two-slice marginal probabilities for Expectation-Maximization

Expectation-Maximization is an iterative technique for maximizing a difficult objective function by working with an easy “complete-data” objective function \( \log p(y, z|\theta) \). EM works by cycling through an M-step and an E-step. In boosting-EM, the M-step corresponds to the usual update of the prediction vectors \( F^{(m)}_{\theta} = F^{(m-1)}_{\theta} + \nu_0 \hat{f} \) (conditional on \( z \)), and are used to estimate \( \hat{\theta} \). The E-step imputes expectations of the latent states \( z \), conditional on the data and current estimates of \( \hat{\theta}^{(m)} \).

In the CJSboost-EM algorithm, we require expectations for the joint states \( (z_{t-1}, z_t) \). We substitute in the two-slice marginal probabilities \( p(z_{t-1}, z_t|y_{v:T}, \phi, p) \). These can be easily evaluated for a capture history \( y_i \) using the outputs \((\alpha, \beta)\) from the forward-backwards algorithm.

\[
\begin{align*}
    w_t(u,v) &= p(z_{t-1} = u, z_t = v|y_{v:T}) \\
    &= \frac{1}{\xi_t} p(z_{t-1}|y_{v:T-1})p(z_t|z_{t-1}, y_{v:T}) \\
    &= \frac{1}{\xi_t} p(z_{t-1}|y_{v:T-1})p(y_t|z_t)p(y_{t+1:T}|z_t)p(z_t|z_{t-1}) \\
    &= \frac{1}{\xi_t} \alpha_{t-1}(u)\Psi_t(v)\beta_t(v)\Phi_t(u,v) \\
\end{align*}
\]

\[
\xi_t = \sum_u \sum_v \alpha_{t-1}(u)\Psi_t(v)\beta_t(v)\Phi_t(u,v), \sum_u \sum_v w_t(u,v) = 1
\]

The E-step is completed after evaluating the set \( \{w_i(t, alive, alive), w_i(t, alive, dead), w_i(t, dead, dead)\} \), for each capture period \( t > t^0_i \) and for each individual capture history \( \{y_i\}_{i=1}^n \). This is an expensive operation; computational time can be saved by re-evaluating the expectations every second or third boosting iteration \( m \), which, for large \( m_{\text{stop}} > 100 \) and small \( \nu \), will have a negligible approximation error.

Appendix A.4. Sampling state-sequences from their posterior

For the CJSboost Monte-Carlo algorithm, we sample a latent state sequence \( z_i \) from the posterior \( \pi(z_{1:T}|y_{1:T}, \phi, p) \), for each individual \( i \) per boosting step. Conditional on the latent states, the negative-gradients are easily evaluated and we can proceed to boost the estimates and descend the risk gradient. However, because the algorithm is stochastic, we must avoid getting trapped in a local minima by sampling many sequences (e.g., \( S \approx 10 – 20 \)), thereby approximating the full posterior distribution of \( z \). Over all \( S \) samples, the average gradient will probably be in the direction of the global minima. For large \( m \) and small \( \nu \), the approximation error is small.

The algorithm uses backwards-sampling of the posterior under the chain rule:

\[
p(z_{v:T}|y_{v:T}) = p(z_T|y_{v:T}) \prod_{t=T-1}^{t^0} p(z_t|z_{t+1}, y_{v:T})
\]

We start with a draw at time \( t = T \), \( z_T^{(s)} \sim p(z_T = v|y_{v:T}) = \alpha_T(v) \), and condition earlier states on
knowing the next-step-ahead state, proceeding backwards until \( t = t^0 \).

\[
z_t^{(s)} \sim p(z_t = u|z_{t+1} = v, y_{t+1})
\]

\[
= \frac{p(z_t, z_{t+1}|y_{t+1})}{p(z_{t+1}|y_{t+1})}
\]

\[
= \frac{p(y_{t+1}|z_{t+1})p(z_t|z_{t+1})p(z_{t+1}|y_{t+1})}{p(z_{t+1}|y_{t+1})}
\]

\[
= \frac{p(y_{t+1}|z_{t+1})p(z_t|z_{t+1})p(z_{t+1}|y_{t+1})}{p(z_{t+1}|y_{t+1})}
\]

\[
= \Psi_{t+1}(v)\Phi_{t+1}(u, v)\alpha_t(u)
\]

\[\alpha_{t+1}(v)\]

Thus, knowing \( \alpha, \beta, \Phi \) and \( \Psi \), we can easily generate random samples of \( z \) that are drawn from its posterior distribution. The backwards sampling step is repeated for each \( t > t^0 \) capture period, for each \( s \) sequence, for each \( i \) capture history, for each \( m \) boosting iteration.

**Appendix B. Tuning Hyperparameters \( m \) and \( \nu \)**

This section will present a simple work-flow for finding approximately optimal values of \( m_{\text{stop}} \), \( \nu_\phi \) and \( \nu_p \). Our objective is to minimize the expected loss \( \mathcal{L} \), or generalization error. We estimate \( \mathcal{L} \) through \( B \)-times bootstrap-validation. For each \( b \) bootstrap, we create a CJSBoost prediction function, \( G(b)(X; m, \nu_\phi, \nu_p) \) which is trained on the bootstrapped data and is a function of the hyperparameters \( \nu_\phi, \nu_p \) and \( m \). We calculate the hold-out-out risk using the out-of-bootstrap \( b^c \) capture-histories and covariate data, \( (Y(b^c), X(b^c)) \). The average hold-out risk over \( B \) bootstraps, \( \mathcal{L}_{cv} \), is our objective to minimize.

\[
\mathcal{L} \approx \mathcal{L}_{cv} = \arg\min_{m,\nu_\phi,\nu_p} \frac{1}{B} \sum_{b=1}^{B} L \left( Y(b^c), G(b)(X(b^c); m, \nu_\phi, \nu_p) \right)
\]

For a given \( \nu_\phi \) and \( \nu_p \), the hold-out risk can be monitored internally to the boosting algorithm for each step \( m \). Therefore, a single \( B \)-bootstrap run is all that is necessary to find the optimal \( m \), given \( \nu_\phi \) and \( \nu_p \). But since \( \nu_\phi \) and \( \nu_p \) are continuous, one must discretize the range of possible values and re-run separate \( B \)-bootstrap-validation exercises per combination of \( \nu_\phi \) and \( \nu_p \). This is very expensive, and one must accept some approximation error.

**Appendix B.1. Algorithm 1 for tuning \( \nu \)**

For just two parameters, the pertinent quantity to optimize is the ratio \( \lambda = \frac{\nu_\phi}{\nu_p} \), for a fixed mean \( \nu_\mu = \frac{1}{2}(\nu_\phi + \nu_p) \). Therefore, a univariate discrete set of \( \Lambda = \{\lambda^{(1)}, \lambda^{(2)}, ..., \lambda^{(J)}\} \) can be searched for the smallest \( \mathcal{L}_{cv}(\lambda) \).

This is less daunting than it may seem, because the range of \( \lambda \) is practically bounded. For example, if \( m_{\text{stop}} = 1000 \) and \( \lambda = 100 \), \( \phi \) is effectively shrunk to its intercept starting value, and higher values of \( \lambda \) have little effect. Also, [Bühlmann & Yu (2003)](http://dx.doi.org/10.1101/052266) suggest that the generalization error has a very shallow minima around the optimal values of \( m \), which means that our hyperparameters need only get within the
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vicinity of their optimal values, rather than strict numerical convergence. Finally, $L_{cv}(\lambda)$ is typically convex for varying $\lambda$ (so long as the same bootstrap-weights are recycled for all new estimates of $L_{cv}(\lambda)$). Therefore, we can employ any convex optimization algorithm for non-differentiable functions to iteratively search for the optimal $\lambda$. The thrust of any such algorithm is a multiplicative “stepping-out” procedure to quickly find the correct order of magnitude for $\lambda$. For example, starting a $\lambda^{(0)}=1$, we need only 7 doubling steps to grow $\lambda$ to $128 \times \lambda^{(0)}$; further refinements will have little practical impact on the final model estimates.

An example algorithm is the following.

1. set $\nu_{p}=0.01$ and $\lambda^{(0)}=1$; generate the $B$ bootstrap samples; initialize the set $\Lambda = \{\lambda^{(0)}, \frac{1}{2}\lambda^{(0)}\}$;
2. for each $\lambda$ in $\Lambda$, estimate $L_{cv}(\lambda)$ and store the values in the list $L = \{L^{(0)}, ...\}$;
3. for $j$ in $1:J$, do:
   (a) get the current best value for the ratio $\lambda_{min} = \arg\min_{\lambda \in \Lambda} L_{cv}(\lambda)$
   (b) estimate a new candidate $\lambda^*$:
      if $\lambda_{min} = \min(\Lambda)$, then $\lambda^* = \frac{1}{2}\min(\Lambda)$;
      else if $\lambda_{min} = \max(\Lambda)$, then $\lambda^* = 2 \cdot \max(\Lambda)$;
      else $\lambda^* = \lambda_{min} + k \cdot \alpha$, where $k$ is the step direction and $\alpha$ is the step size.
   (c) calculate the shrinkage weights: $\nu_{\phi}^{(j)} = \frac{2 \nu_{p}}{\lambda_{p}^{(j)+1}}$; $\nu_{\phi}^{(j)} = \lambda^* \cdot \nu_{\phi}^{(j)}$;
   (d) perform bootstrap-validation to estimate $L_{cv}^{(j)}(\lambda^*)$;
   (e) append $\Lambda \leftarrow \lambda^*$ and append $L \leftarrow L^{(j)}$

The algorithm continues until a pre-defined convergence criteria is met, or, practically, a maximum number of iterations is reached. The final values of $\nu_{\phi}$, $\nu_{p}$, and $m_{cv}$ are those which correspond to the minimum $L_{cv} \in L$.

There are various convex optimization algorithms that differ in how to calculate the $k$ and $\alpha$. In CJBoost, most of the optimization benefits occur during the “stepping-out” procedure, and so exact values of $k$ and $\alpha$ are less important, so long as they guarantee convergence. I suggest the following sub-algorithm (nested within step 3b above), which convergences slowly but quickly rules out large chunks of bad values of $\lambda$.

1. Define the triplet set $\Gamma$ composed of the current best estimate of $\lambda_{min}$ as well as the values just to the left and right, such that $\lambda_{min}^{-1} < \lambda_{min} < \lambda_{min}^{+1}$;
2. Sort the entries of $\Gamma$ according to the order $L_{cv}(\gamma^{(1)}) < L_{cv}(\gamma^{(2)}) < L_{cv}(\gamma^{(3)})$;
3. Estimate the step size and direction:
   if $\|\gamma^{(1)} - \gamma^{(2)}\| \geq \|\gamma^{(1)} - \gamma^{(3)}\|$:
      then $\alpha = \frac{1}{2}\|\gamma^{(1)} - \gamma^{(2)}\|$ and $k = \text{sign}(\gamma^{(1)} - \gamma^{(2)})$;
   else $\alpha = \frac{1}{2}\|\gamma^{(1)} - \gamma^{(3)}\|$ and $k = \text{sign}(\gamma^{(1)} - \gamma^{(3)})$;
4. $\lambda^* = \lambda_{min} + k \cdot \alpha$

Typically seven or ten iterations are necessary in order to find suitable values of $\lambda$, $\nu_{\phi}$ and $\nu_{p}$. Unfortunately, this strategy is only for a two-parameter likelihood with a single ratio to optimize. For other capture-recapture models with more parameters (e.g., POPAN, PCRD), a different tuning strategy will be necessary.
Appendix B.2. Algorithm 2 for tuning \( \nu \)

With more parameters in the capture-recapture likelihood, the number of necessary steps in algorithm 1 will increase exponentially. I suggest a second iterative algorithm whose number of iterations may only increase linearly with the number of parameters. The principle of this second algorithm is based on the observation that when the ratio \( \frac{\nu_p}{\nu_\phi} \) is poorly optimized, then additional boosting steps along the gradient \( \frac{\partial \ell}{\partial F} \) will result in increases in the holdout-risk, and will do so asymmetrically for \( F_\phi \) vs \( F_p \). When \( \frac{\nu_p}{\nu_\phi} \) is optimized, the number of boosting steps which increase the hold-out risk will be roughly the same for \( p \) and \( \phi \), averaged over all bootstrap hold-out samples. I suggest using this ratio as an estimate of \( \hat{\lambda} = \frac{\nu_p}{\nu_\phi} \).

Call \( \Delta_{(m)}^{(n)} \) a boosting step along the partial derivative of \( \frac{\partial \ell}{\partial F} \) which successfully reduces the holdout-risk.

\[
\hat{\lambda}^{(j)} = \hat{\lambda}^{(j-1)} Q \left( \frac{\sum_{m=1}^{m_k} \Delta_{(m)}^{(n)} p}{\sum_{m=1}^{m_k} \Delta_{(m)}^{(n)} \phi} \right)
\]  

(B.1)

where \( Q \) is a robust measure of central tendency over all \( B \) bootstraps (median, trimmed-mean), and \( m_k \) is some boosting step \( m_k > m_{cv} \). The first estimate \( \hat{\lambda}^{(1)} \) is typically an underestimate, so the algorithm is iterated, each time using the previous \( \hat{\lambda}^{(j-1)} \) for a current estimate of \( \nu_p \) and \( \nu_\phi \) with which to perform a bootstrap-validation exercise, and then updating \( \hat{\lambda}^{(j)} \) by (B.1). \( \hat{\lambda}^{(j)} \) typically converges to a single value within approximately 10 iterations. \( \hat{\lambda}^{(j)} \) is not the optimal \( \lambda \) as estimated by algorithm 1, but it is in the vicinity (Figure B.9).

Clearly, for just two parameters and one ratio, this second algorithm is not competitive with algorithm 1. But, when there are more than two parameters in the likelihood, this algorithm can simultaneously estimate all pertinent ratios. Further refinements will be necessary, but simulations demonstrate that there is information in the risk gradient trajectories that can help optimize the hyperparameters.
Figure B.9: Two algorithms for tuning the shrinkage weight hyperparameters $\nu_\phi$ and $\nu_p$, and their ratio $\lambda$, in order to minimize the expected loss (estimated via bootstrap-validation). Forty simulations compare the two algorithms, where algorithm 1 is considered optimal.