Recycler: an algorithm for detecting plasmids from de novo assembly graphs
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Abstract
Plasmids have garnered a great deal of interest in recent years. They are known to have important roles in antibiotic resistance and in affecting production of metabolites used in industrial and agricultural applications. However, their extraction through deep sequencing remains challenging, in spite of rapid drops in costs for data acquisition and rapid increases in sequencer output. Here, we attempt to ameliorate this situation by introducing a new plasmid-specific assembly algorithm, leveraging assembly graphs and contigs provided by a conventional de novo assembler. We introduce the first plasmid-specific short read assembly tool, called Recycler, and demonstrate its merits in comparison with extant approaches. We show on simulated and real data that Recycler greatly increases the number of true plasmids recovered while remaining highly accurate. On simulated plasmidomes, Recycler showed approximately 40% increase in the proportion of true plasmids recovered over naive assembly in several cases. We validate these results on real data, by comparison against available reference sequences and quantifying annotation of predicted ORFs. Recycler recovered 4 out of 5 known plasmids in assembly of an E. Coli strain, and generated plasmids in high agreement with known plasmid annotation on real plasmidome data. Moreover, 6 out of 8 plasmids previously validated by PCR were completely recovered. Recycler is available at http://github.com/rozovr/Recycler
**Introduction**

Plasmids are extrachromosomal DNA segments carried by bacterial hosts. They are usually shorter than host chromosomes, circular, and encode nonessential genes. These genes are responsible for either plasmid-specific roles such as self-replication and transfer, or context-specific roles that can be beneficial or harmful to the host depending on its environment. Along with viruses and transposable elements, plasmids are members of the group termed mobile genetic elements [7] as they transmit genes and their selectable functions between cells via horizontal gene transfer. These features distinguish plasmids as a fundamental force in microbial evolution, as they contribute to genome innovation and plasticity.

Much interest has recently arisen for plasmid extraction and characterization, in particular because of their known roles in antibiotic resistance and in increasing metabolic outputs of agricultural or industrial byproducts. For instance, antibacterial resistance genes encoded on plasmids have long been known as a major issue for human health in clinical practice [21], but are also one of today’s standard tools in microbiology and genetics when used to select for specific cells [2]. Recent studies aiming to improve plasmid extraction from sequence are based on three different experimental techniques, all involving deep sequencing of short reads. The first technique uses sequencing of cultured isolates, obtaining a mixture of chromosomal and plasmid DNA occurring together in a single strain. This technique can be especially useful for tracking or identifying transfer of mobile elements [9, 6, 16]. De novo assembly for the sake of identifying plasmids can also be augmented by long-read sequencing in this case [6, 11] because sufficient amounts of DNA are available for the strain in question, and the transfer or co-occurrence of shared segments is less of a concern.

Metagenomic approaches target whole microbial ecosystems at once and thus do not depend on culturability of particular strains [8]. This technique allows a much broader view of all taxa present and their plasmids, but unfortunately is limited in that the characterization of each individual strain depends on its coverage in the mixed DNA sample, the frequency of co-occurring repeats shared among different members of the sample, and even the presence of repeats shared between plasmids and their host genomes. All of these confound de novo assembly of metagenomes in general, and as a result, plasmid extraction using metagenome sequencing remains a significant computational challenge. Very deep sequencing [10], new long read technologies [27], and differential co-abundance and binning techniques [12, 22, 5] have all been applied to metagenome assembly for the sake of identifying and characterizing species from highly diverse communities. However assembly of metagenomes remains a highly active area of research: current assembly outputs are lacking and do not represent the true genetic capacity and synteny of genomes present in complex microbial communities.

Most recently, a third technique has emerged that allows recovery of far greater numbers of plasmids. Plasmidome sequencing [3,4,14] allows nearly all sequencing resources to be devoted to circular DNA. Using a protocol described in [3], chromosomal DNA is filtered out and
circular DNA segments are selectively amplified. Based on this protocol, hundreds of new plasmids were identified in the cow rumen [4] and rat cecum [14]. In [14], Jørgensen et al. applied the protocol introduced in [2] combined with bioinformatic validation of circularity. This post-assembly analysis resulted in a 95% PCR validation rate out of 40 randomly selected assembled contigs. This success raises the prospect of in silico refinement of plasmids beyond the initial assembly. Although Jørgensen et al.’s method was shown to have a high validation rate, its output was highly dependent on the contiguity of the underlying assembler's contigs (in their case IDBA-UD [23]): paths composed of multiple contigs connected at their branch points and contigs shorter than 1000 bp were disregarded. Hence, Jørgensen's method was inherently limited to having a high false negative rate. To date, no tools for plasmid assembly from short reads have been introduced to address these limitations.

Here, we wish to use more information in order to improve de novo assembly of sequenced plasmids. Our input is an assembly graph G = (V,E), where the set of nodes V are contigs having associated lengths and coverage levels, and the set of arcs E is composed of directed connections among the nodes. Arcs are the result of branch points in the underlying de Bruijn graph: contig ends are often joined to two (or more) different target contigs based on overlaps, and in many cases the assembler does not have a definite way of choosing which extension is true in order to simplify the branch into a linear path. We aim to cover the graph with a set of cycles and set a coverage level for each cycle, so that agreement with observed node coverage levels is maximized. To do so, we impose an upper bound on variation of coverage over the lengths of cyclic sequences. This assumption is warranted in that our focus is on relatively short (1 kb - 10s of kb) and contiguous sequences. Furthermore, to limit the likelihood of repeats bridging between paths due to different species, we confine cycles to those having the property that there exists an edge (u,v) in the cycle such that its removal leaves a shortest path by weight from v to u.

After defining this problem formally below, we present an algorithm (and its implementation) designed to address it, called Recycler. Recycler leverages assembly graphs output by the SPAdes assembler [1] to specifically enable de novo assembly of plasmids. We show it greatly improves recovery of plasmids over naive assembly and alternative methods, namely Jørgensen's and SPAdes' built-in repeat resolution, introduced in [26]. Instead of using ad-hoc filtering that considers only sufficiently long contigs, Recycler uses all contigs -- often including those shorter than read length -- and the connections between them to generate cycles. We demonstrate Recycler's performance by applying it on both simulated and real data. We find that Recycler greatly increases recall at a slight cost in precision. This is demonstrated via comparisons performed on simulated plasmidomes including 100 - 1600 reference sequences. In these comparisons, Recycler showed approximately 20% increase in F1 score [29], and approximately 40% increase in the proportion of real plasmids recovered in several cases.

We also show that Recycler can be applied for plasmid extraction on real data from bovine plasmidome and from an Escherichia coli isolate. In the isolate case, we assessed Recycler's performance based on available plasmid reference sequences for E. Coli strain JJ1886, finding
recovery of 4 out of 5 known plasmid sequences and prediction of one additional plasmid matching plasmid annotation, and showing a significant difference in coverage from the rest of the genome. For the plasmidome, we found that out of the 75% of candidate cycles matching any annotation, nearly all (97%) matched known plasmid annotations. In this case, Recycler recovered 6 of 8 plasmids previously validated by PCR. Finally, we applied Recycler to bovine metagenome data as well, in this case finding limited success: only about a third of output sequences matched plasmid annotation. However, this result improved on the naïve SPADES result, which produced fewer cycles, out of which only about a quarter matched plasmid annotation. We provide guidance on current limitations preventing successful plasmid recovery in this context.

Methods
Our input is a graph $G = (V,E)$, where each node $v$ in $V$ is a maximal unambiguous contig and is assigned length $\text{len}(v)$ and coverage $\text{cov}(v)$ [indicative of the average number of times read alignments overlap each position in the contig]. The length $\text{len}(v)$ represents the number of k-mers [equal to contig length - $k + 1$] to avoid double-counting bases common to overlapping segments at their ends. All values are taken from the output of a short read assembly tool.

We seek to find a set of cycles $\prod$ and for each $p \in \prod$, its latent abundance level $\alpha(p)$ such that the following criterion holds. Let $\prod_v \subseteq \prod$ be the set of cycles that cover vertex $v$. Then

$$\forall v \sum_{p \in \prod_v} \alpha(p) \leq \text{cov}(v)$$

namely, the total latent coverage values of cycles using vertex $v$ is bounded by its coverage. We seek a solution such that $\sum_{v \in V} [\text{cov}(v) - \sum_{p \in \prod_v} \alpha(p)]$ is minimized. In other words, we want the cycles together to approach the coverage of all vertices.

To address this problem, we adopt a greedy heuristic peeling algorithm (Algorithm 1, supplementary material) that dynamically updates $G$. We first introduce some definitions needed for the algorithm. We note subsequently $\text{cov}(v)$ is considered a value updated during the course of execution (initialized to the value output by SPADES), thus affecting each other expression depending on it whenever its value changes. We assign weight 0 to each edge, and weight

$$w(v) = \frac{1}{\text{cov}(v) \cdot \text{len}(v)}$$
to each node $v$. Furthermore, for each path $p$, we assign each node in it a value $f(p,v)$ representing the relative proportion of length it holds in $p$:

$$f(p,v) = \frac{\text{len}(v)}{\sum_{v \in p} \text{len}(v)}.$$

This value is motivated by the observation that longer segments tend to be less prone to random fluctuations in coverage, and are thus more reliable coverage indicators. $f(p,v)$ is used to define the mean and standard deviation of weighted coverage of path $p$ as

$$\mu(p) = \sum_{v \in p} f(p,v) \cdot \text{cov}(v) \quad \text{and} \quad STD(p) = \sqrt{\sum_{v \in p} f(p,v) \cdot (\text{cov}(v) - \mu(p))^2}.$$
respectively, and consequently the coefficient of variation of $p$, 
\[ CV(p) = \frac{STD(p)}{\mu(p)} \]. CV(p) is used to allow direct comparison of variation levels between paths independently of the magnitude of coverage of each.

We impose three biologically motivated constraints on the cycles that we consider. To limit the number of cycles considered, and reduce the likelihood of cycles formed from nodes emanating from different species, we demand:

1. There exists $(u,v) \in E$ such that $p - (u,v)$ (the path obtained by removing $(u,v)$ from $p$) is the shortest path (by sum of weights $w(v)$) from $v$ to $u$
2. $CV(p) \leq \tau$
3. $\sum_{v \in p} len(v) \geq L$, where $\tau$ and $L$ are defined thresholds.

Recycler processes each strongly connected component separately (Algorithm 1, supplementary material). It repeatedly finds a candidate cycle, assigns it latent coverage and subtracts that coverage from the graph, creating a new residual coverage (Figure 1). To avoid exponential growth in the number of cycles considered, we allow at most one path from each node to every one of its predecessors. Recycler finds the set of shortest cycles starting from $v$ and ending at every one of $v$’s predecessors before returning, where path lengths are calculated based on the sum of the weights $w(v')$ assigned to each node $v'$. In effect, since $w$ is inversely proportional to both coverage and length, and we seek shortest paths, this mechanism favors paths composed of a high proportion of the bases in the observed data over those composed of shorter nodes or those with lower coverage, and favors paths composed of a smaller number of node steps.

Recycler uses low CV values as an indication that nodes in the cycle are likely to belong to the same species. At each step, if the cycle $p$ having the minimum CV value in the current cycle set has length at least $L$, $CV(p) \leq \tau$, and $p$ (along with its cyclic rotations) has not been seen before, Recycler assigns a coverage level, $\mu(p)$, equal to the mean residual cycle coverage, and reduces that amount from the residual coverage of all cycle vertices. Vertices whose resulting coverage values become non-positive are then removed from the graph, allowing only those with some remaining coverage the opportunity to take part in additional cycles. If $CV(p) \leq \tau$ but $p$ does not have total length at least $L$, $p$ is not reported, but $\mu(p)$ coverage is subtracted from every node in $p$ anyway. This assures the graph is updated regardless, allowing for additional (possibly sufficiently long) paths to be found.

After each such change, cyclical paths on the component are recalculated the same way using the updated coverage levels. This process continues as long as either new cycles are added that meet chosen thresholds $\tau$ and $L$, or the cardinality of the either $V$ or $E$ changes. This process is further detailed in Figure 1 and Algorithm 1.
Results
We first simulated plasmidomes using known references. We used these data sets to assess Recycler’s precision and recall along with those of alternative extant methods by comparing predictions against the ground truth known by the simulation design. We also tested Recycler on real data from an E. Coli isolate, and both a cow rumen metagenome and plasmidome [4]. Since no references are available for metagenome and plasmidome data, we evaluated the accuracy by PCR validation [14] and by measuring the proportion of predicted plasmids having proper annotation as done in [4]. For the bacterial isolates that have a reference, predicted plasmids were compared against the reference sequences directly.

Figure 1. Recycler work-flow. A. The assembly graph. B. A single component is selected from the assembly graph (framed in A) and represented with vertices for contigs and edges for connecting k-mers. C. The reduced component after tip removal. Vertex values are observed contig coverage. For simplicity, all lengths are assumed to be equal and not shown. D. A cycle p from the component along with its vertex coverage values. The variance in coverage within the cycle is relatively low, which fits the scenario that it corresponds to a plasmid. The latent coverage is calculated as the mean of the node coverage values (a(p)=117.5 in this example). E. Coverage values are updated by setting cov(v)=max{cov(v)-a(p), 0} for each vertex v of the cycle p. Empty nodes have coverage zero and are removed by the algorithm (along with their edges, which are kept here for clarity) F. A second cycle q is
considered as a plasmid. As q has low CV it is designated a plasmid with latent coverage equal to its mean coverage (21.83).

Simulated plasmidomes
We simulated error-free paired-end reads from plasmids using a modified version of BEAR [13], a read simulator designed to generate artificial metagenome data. To avoid introducing coverage drops at sequence ends typical of linear sequences, BEAR was modified [https://github.com/rozovr/BEAR] to allow sampling of reads bridging reference sequence ends, as is observed for circular sequences. Plasmid reference sequences were selected from a collection composed of the union of the NCBI plasmids database and sequences reported in [4], filtered to include 2760 sequences with a length range of 1000 to 20,000 bp with a mean of 6337 bp. Five datasets were created, composed of 100 bp mates, with insert sizes \( \sim N(500,100) \), varying from 1.25 M pairs sampled on 100 reference sequences doubling successively up to 20 M pairs sampled on 1600 sequences. Abundance levels were assigned using BEAR’s low complexity option, which concentrates high abundance to few species using a power law distribution with parameters derived from [25].

Each such dataset was assembled with SPAdes and subsequently its output contigs and assembly graphs were used as inputs to other methods. To test recovery of the ground truth sequences, we used the nucmer alignment tool [15] that is designed for efficiently comparing long nucleotide sequences such as those of whole plasmids or chromosomes. In order to simplify this process, we modified reference sequences to remove non-ACGT characters (before read simulation and alignments). To avoid fragmented alignments caused by differences in start positions, we concatenated each cyclic sequence to itself before mapping; this allowed identification of complete matches at the center of the concatenated contigs when they were present. The mapping results are presented in Table 1 and Figure 2.

We defined true positives (TP) as 100% identity hits covering at least 80% the length of the reference sequence. False positives (FP) were any output cycles not meeting these criteria, and false negatives (FN) were reference sequences not aligned to in the output set using these criteria. Based on these conventions, precision was calculated as TP / (TP + FP) and recall as TP/ (TP + FN). We used the score

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

[29] to combine these measures in a manner that weighs precision and recall equally.

We used SPAdes’ outputs before the repeat resolution (RR) stage as inputs to Recycler and a simplified version of Jørgensen’s method [described in the supplement], as we found that contigs have greater precision before RR when compared to reference sequences (as shown in Table 1). As expected, recall generally decreased as the number of simulated plasmids increased. This was common to all tested methods. In general, we found that Recycler generated many more predictions than other methods, leading it to have higher recall than alternative approaches but slightly lower precision. The net effect of this tradeoff is shown in
Figure 2, where Recycler is shown to have up to a 20% advantage in some cases and maintains an advantage in all cases. We also found that the relative contribution of true positive plasmids past those provided by SPAdes increased with higher complexity; for the 400 - 1600 plasmid sets Recycler added an average proportion of 40% true positive instances to SPAdes’ output.

To further characterize Recycler’s performance, we categorized its predictions in terms of mean total path length, number of segments in the path, path coverage, and CV value calculated at the stage the path was removed. For each category values were subdivided into five ranges. In Figure 3 we show the precision values and the relative proportions of counts in the specified ranges.

Table 1

<table>
<thead>
<tr>
<th>No. Reference Plasmids</th>
<th>SPAdes cycles before RR</th>
<th>SPAdes TPs before RR</th>
<th>SPAdes cycles after RR</th>
<th>SPAdes TPs after RR</th>
<th>Jørgensen cycles</th>
<th>Jørgensen TPs</th>
<th>Recyc. cycs</th>
<th>Recyc. TPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>59</td>
<td>59</td>
<td>67</td>
<td>63</td>
<td>64</td>
<td>61</td>
<td>86</td>
<td>72</td>
</tr>
<tr>
<td>200</td>
<td>83</td>
<td>82</td>
<td>102</td>
<td>87</td>
<td>88</td>
<td>82</td>
<td>142</td>
<td>109</td>
</tr>
<tr>
<td>400</td>
<td>147</td>
<td>146</td>
<td>179</td>
<td>159</td>
<td>170</td>
<td>155</td>
<td>254</td>
<td>206</td>
</tr>
<tr>
<td>800</td>
<td>274</td>
<td>270</td>
<td>324</td>
<td>288</td>
<td>327</td>
<td>285</td>
<td>477</td>
<td>368</td>
</tr>
<tr>
<td>1600</td>
<td>440</td>
<td>434</td>
<td>525</td>
<td>468</td>
<td>503</td>
<td>454</td>
<td>779</td>
<td>621</td>
</tr>
</tbody>
</table>
Figure 2. Methods performance on simulated data. SPAdes without repeat resolution (RR) was compared to SPAdes with repeat resolution, the method of Jørgensen et al, and Recycler. The contigs of SPAdes before RR were used as input for the three other methods. Recycler also relied on the graph produced at this stage. F1 score calculation is described in the main text. The number of plasmids is the number of simulated reference sequences in each case.
Figure 3. Recycler’s precision, stratified by different properties. TOP: For simulated reads, true positive (100% identity over 80% reference length) alignment proportions were tallied inside 5 bins corresponding to value ranges of different properties - total assembly length (LENGTH), number of contigs in the path (STEPS), mean coverage level on the paths (COVERAGE), and path coefficient of variation (CV). Each point represents the precision rate for all simulated plasmids included in that range in the specified reference set. Reference sets are denoted by different colors and marker shapes. Intervals presented are as follows: length - [0,4000) [4000,8000),[8000,12000),[12000,16000),[16000,20000]; steps - [1,2), [2,4), [4,8), [8,16),[16,32]; coverage - [1,10), [10,100), [100,1000), [1000,10000),[10000,100000]; CV - [0,0.05), [0.05, 0.10), [0.10,0.15), [0.15,0.20],[0.20,0.25]. An empty marker is used to indicate the absence of any instances having the given property & bin combination - this occurs at the rightmost yellow coverage marker. BOTTOM: relative proportions of instance counts tested inside each bin, out of all output, taken from each reference set.

Using this stratification, it can be seen that precision greatly depends on CV and number of steps, is lightly aided by coverage, and is least affected by length. We note that in all cases most of the hits were due to single node self-loops, and that these were assigned a CV of 0. Nonetheless, values past these minimal values of one step and 0 CV were nearly monotonically decreasing in precision in terms of CV and number of steps.

The results above emphasize the importance of the default CV parameter. Simulated data was used to assess precision and recall for different values of $\tau$. Values tested were 0.125, 0.1875, 0.25, 0.375, 0.5, and 0.25; the default value was chosen by noting where the maximal mean F1 score was obtained, $\tau = 0.25$. This single value was used subsequently for both real and simulated data.

Real data
All of Recycler’s results on real data were subjected to quantification of annotation results as described in [4] and compared against cycles present in the output produced by SPAdes. A summary of these results can be found in Table 2 in the Appendix.

Plasmidomes and PCR validation results
We ran Recycler on a bovine rumen plasmidome sample prepared as described in [4]. This data consisted of 5.1 M paired end 101 bp reads (trimmed to varied sizes for the sake of adapter removal) with an expected insert size of 500 bp [data available upon request]. Recycler output 468 cycles on this data. According to ORF prediction, 352 of the 468 had significant annotation hits. 97% of cycles that were annotated either matched plasmid annotation or aligned with plasmids extracted in [14]. We also tested Recycler’s ability to recover 8 plasmids found by an earlier approach (described and compared against in the Appendix) that were PCR validated for circularity as described in [14]. Out of these 8 plasmids, 6 were fully recovered (aligning with 100% identity to 100% of the reference length) in Recycler’s output.

Metagenome data
Metagenome data was derived from the rumen of a different cow residing in the same stable as the cow used to derive the plasmidome data. This data consisted of 7.5 M paired end 150 bp reads with expected insert size of 500 bp [data available upon request]. SPAdes was used to
produce the initial assembly graph once again, but in this case failed to run to completion using its default error correction due to a lack of memory, despite being run on a server with 256 GB of RAM. As a result, we performed error correction with BFC [18], which successfully ran to completion, and ran subsequent SPAdes steps as before.

Recycler output 43 cycles on this data. According to ORF prediction, 38 of the 43 had significant annotation hits. 34% of cycles that were annotated either matched plasmid annotation or aligned with plasmids extracted in [14]. The proportion of reported cycles matching known plasmid annotation was higher than for simple cycles output by SPAdes (26%). Still, it reflects the trend seen elsewhere [10] of fragmented assemblies and weak annotation results emerging from metagenome assembly of highly diverse environmental samples.

E. Coli isolate data, comparison against known references
As a final test, we ran Recycler on E. Coli strain JJ1886, downloaded from http://www.ebi.ac.uk/ena/data/view/SRX321704. Annotation for plasmids found in this strain was provided in [16], where 5 plasmids were found having lengths 110 Kb, 55.9 Kb, 5.6Kb, 5.2 Kb, and 1.6 Kb. Of these 5, Recycler output 4 with matching lengths - 55.9 Kb, 5.6Kb, 5.2 Kb, and 1.6 Kb. All except the longest of these had coverage levels differing by more than 2 standard deviations from the mean of the 18 cycles output by Recycler. One other plasmid of length 1.7 Kb plasmid was found that also had distinct coverage.

Of the additional 13 cycles output, we posit most closed cycles due to repeat sequences. All 18 had significant annotation hits following ORF prediction. Of these 67% either matched plasmid annotation or aligned with plasmids extracted in [14].

Discussion
In this article, we describe Recycler, a new algorithm and the first tool available for identification of plasmids from short read-length deep sequencing data. We demonstrate Recycler discovers plasmids that remain fragmented after de novo assembly. We have adapted the approach of choosing among likely enumerated paths using coverage and length properties, (often applied in transcriptome assembly [e.g., 24,28]) for extracting a specific but common inhabitant of metagenomes. We showed that many more real plasmids can be found by only constructing likely cyclical paths on the assembly graph versus alternative methods. We validated this approach on both real and simulated data.

Recycler displays high recall and precision on simulated plasmidomes, and we have suggested a means of separating real plasmids from cycles due to repeats in isolate data. As we have noted, coverage can be very useful for the latter, but the assumption that coverage will always differ significantly between plasmids and their host genome does not hold universally. It is worth noting that as new plasmids are identified and their common sequence motifs are observed, both reference-based identification and a priori trained prediction of plasmid features can be improved and harnessed for supplementing identification based on coverage and length
features alone. We aim to investigate how such knowledge can be leveraged for increased precision without sacrificing recall.

Further investigation will be needed to assess how plasmids can be extracted from environmental samples, in spite of the limitations now hampering metagenome assembly. Currently, a ‘Catch-22’ situation persists, in that diverse genomes require very high coverage for rare species to be captured, but such high coverage data demand computational resources beyond reach of most investigators in order to obtain high quality assemblies. While new techniques have aimed to address this pain [10, 5], they have yet to see widespread use, and work best when paired with multiple samples to allow for species separation by co-abundance signatures. Along with addressing these concerns, it remains to be seen whether a mixed approach of pre-screening environmental samples for plasmids and computationally filtering them out may benefit metagenome graph simplification.
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Appendix

2-step assembly procedure

We tested another assembly strategy, which we call 2-step assembly. That procedure used the ability of SPAdes to leverage libraries of different insert lengths. Reads were first assembled using SPAdes, then aligned to the assembled contigs using BWA [19], then split into groups (based on alignment properties) which were treated as separate sequenced libraries on which a second round of SPAdes assembly was performed. The splitting of reads was based on BAM file alignment property flags. These flags separated read pairs into ‘proper’ pairs -- those having correct orientation and expected insert size -- and improper pairs that fail to meet at least one of these criteria. These two read groups were used as separate inputs to a second execution of SPAdes, with the aim of benefitting from improved repeat resolution and formation of more cycles. The last step of this procedure re-examined mapping of read pairs, this time focusing on contig ends. The purpose of this step was the identification of self-loops closed by read pairs where these loops did not close in the assembly graph.

We tested the effect of the 2-step procedure compared on the performance of Recycler using the 1600 reference simulated data set. We assessed the number of cycles generated with and without second steps and application of Recycler. Far fewer cycles were obtained with the 2-step assembly, implying a strong reduction in recall by virtue of the number of candidates alone.

<table>
<thead>
<tr>
<th></th>
<th>SPAdes cycles before RR</th>
<th>Recycle cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1step</td>
<td>440</td>
<td>779</td>
</tr>
<tr>
<td>2step</td>
<td>343</td>
<td>373</td>
</tr>
</tbody>
</table>

Jørgensen’s method

We only used the first part of the protocol described Jørgensen’s method in order to allow for maximal recall; the second part involved further filtering (and thus reduction) of the first part’s results. Circular contigs were identified by finding those having opposite ends that overlap. These were then refined by breaking those that do have such overlaps into halves, and then gluing the far ends by applying the minimus2 assembler, part of the AMOS package.
Table 2

<table>
<thead>
<tr>
<th></th>
<th>metagenome</th>
<th>metagenome simple</th>
<th>E. Coli</th>
<th>E. Coli simple</th>
<th>plasmidome</th>
<th>plasmidome simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of seqs annotated as plasmids</td>
<td>13</td>
<td>7</td>
<td>12</td>
<td>3</td>
<td>287</td>
<td>169</td>
</tr>
<tr>
<td>no. of other seqs with hits on Jørgensen data</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54</td>
<td>44</td>
</tr>
<tr>
<td>no. of seqs with any nr annotation</td>
<td>38</td>
<td>27</td>
<td>18</td>
<td>3</td>
<td>352</td>
<td>222</td>
</tr>
<tr>
<td>total no. of cycs</td>
<td>43</td>
<td>32</td>
<td>18</td>
<td>3</td>
<td>468</td>
<td>317</td>
</tr>
<tr>
<td>% of annotated cycs as plasmids</td>
<td>34</td>
<td>26</td>
<td>67</td>
<td>100</td>
<td>82</td>
<td>76</td>
</tr>
<tr>
<td>% of annotated cycs as plasmids or Jørgensen</td>
<td>34</td>
<td>26</td>
<td>67</td>
<td>100</td>
<td>97</td>
<td>96</td>
</tr>
<tr>
<td>% annotated at all</td>
<td>88</td>
<td>84</td>
<td>100</td>
<td>100</td>
<td>75</td>
<td>70</td>
</tr>
</tbody>
</table>

Algorithm 1:

**Inputs:**

G = (V,E); V = the set of contigs, E = (k+1)-mers formed by adjacent contigs; for each node v, len(v), cov(v)
max_CV = upper bound for coefficient of variation [default is 0.25]
min_length = lower bound for the minimal length for an accepted plasmid [default is 1000 bp]

**func peel_cycles(V,E):**

- path_count := 0
- initialize cycles and seen_paths to empty sets
- add all sufficiently long self-loops to cycles set
- remove self-loop nodes and edges from component
- set w(v) = 1/((len(v)*cov(v))
- set paths(u,v,W) = {paths from u to v in G where each node v is assigned w(v) and w(u,v) = 0}

for comp in strongly_connected_components(G):
    paths <- all shortest paths in comp that are not in seen_paths
    sort paths by CV values

    # iterate as long as you either add paths or remove nodes from comp
    while (path_count != last_path_count OR len(V(comp)) != last_node_count):
curr_path = paths.pop()  # retrieves lowest CV path

if get_total_path_mass(curr_path) < 1:  # low coverage or very short path
    seen_paths |= curr_path
    for v in V(comp):
        V(comp).remove_node(v)
    paths = get_shortest_paths(comp, seen_paths)
if get_path_coverage_CV(curr_path) <= max_CV
    AND curr_path not in seen_paths:
        seen_paths |= curr_path
        update_node_coverage_vals(curr_path, comp)
    if get_total_length(curr_path) >= min_length:
        cycles |= curr_path
        paths = get_shortest_paths(comp, seen_paths)

return cycles