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ABSTRACT2

Understanding entrainment of circadian rhythms is a central goal of chronobiology. Many3
factors, such as period, amplitude, Zeitgeber strength, and day-length, govern entrainment4
ranges and the phase of entrainment. Using global optimization, we derive conceptual models5
with just three free parameters (period, amplitude, relaxation rate) that reproduce known6
phenotypic features of vertebrate clocks: relatively small phase response curves (PRCs), fast re-7
entrainment after jet-lag, and seasonal variability to track light onset or offset. Since optimization8
found multiple sets of model parameters, we can study this model ensemble to gain insight into9
the underlying design principles. We find that amplitudes control the size of PRCs, that fast10
relaxation supports short jet-lag, and that specific periods allow reasonable seasonal phase11
shifts. Arnold onions of representative models visualize strong dependencies of entrainment on12
periods, relative Zeitgeber strength, and photoperiod.13

Keywords: circadian rhythms, amplitude-phase model, parameter optimization, jet-lag, phase response curve, entrainment,14
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1 INTRODUCTION

1.1 Entrainment and oscillator theory16

The circadian clock can be regarded as a system of coupled oscillators, be it the neuronal network in17
the SCN (Hastings et al., 2018) or the ‘orchestra’ of body clocks (Dibner et al., 2010). Furthermore, the18
intrinsic clock is entrained by Zeitgebers such as light, temperature and feeding. The concept of interacting19
oscillators (Huygens, 1986; Van der Pol and Van der Mark, 1927; Kuramoto, 2012; Strogatz, 2004) can20
contribute to the understanding of entrainment (Winfree, 1980). The theory of periodically driven self-21
sustained oscillators is based on the concept of “Arnold tongues” (Pikovsky et al., 2003; Granada et al.,22
2009). Arnold tongues mark the ranges of periods and Zeitgeber strengths in which entrainment occurs23
(Abraham et al., 2010). The range of periods over which entrainment occurs is called the “range of24
entrainment” (Aschoff and Pohl, 1978). If seasonal variations are also considered, the entrainment regions25
have been termed “Arnold onions” (Schmal et al., 2015). Within these parameter regions, amplitudes and26
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entrainment phases can vary drastically. Amplitude expansion due to periodic forcing is termed resonance27
(Duffing, 1918). Of central importance in chronobiology is the variability of the entrainment phase,28
since the coordination of the intrinsic clock phase with the environment provides evolutionary advantages29
(Aschoff, 1960; Ouyang et al., 1998; Dodd et al., 2005).30

1.2 Phenomenological amplitude-phase models31

After the discovery of transcriptional feedback loops (Hardin et al., 1990), many mathematical32
models focussed on gene-regulatory networks (Leloup and Goldbeter, 2003; Forger and Peskin, 2003;33
Becker-Weimann et al., 2004). However, most available data on phase response curves (PRCs) (Johnson,34
1992), entrainment ranges (Aschoff and Pohl, 1978), and phases of entrainment (Rémi et al., 2010)35
are based on organismic data. Thus it seems reasonable, to study phenomenological models that are36
directly based on these empirical features. There is a long tradition of heuristic amplitude-phase models37
in chronobiology (Klotter, 1960; Wever, 1962; Pavlidis, 1973; Daan and Berde, 1978; Winfree, 1980;38
Kronauer et al., 1982).39

Here, we examine the limits of the capability of such heuristic amplitude-phase models to reproduce40
fundamental properties of circadian entrainment. To this end, we combine the traditional amplitude-phase41
modeling approach with recent oscillator theory and global optimization to identify minimal models that42
can reproduce essential features of mammalian clocks: relatively small PRCs (Honma et al., 2003), fast43
re-entrainment after jet-lag (Yamazaki et al., 2000), and seasonal variability (Daan and Aschoff, 1975).44

1.3 Empirical data as model constraints45

In order to optimize phenomenological models, reasonable constraints based on experimental46
observations have to be formulated. In mammals, the strong coupling of SCN neurons constitutes47
a strong oscillator (Abraham et al., 2010; Granada et al., 2013) with quite small PRCs (Comas et al.,48
2006). Even bright light pulses of 6.7h duration can shift the clock by just a few hours (Khalsa et al.,49
2003). Consequently, we constrain our models to have small PRCs with just 1h advance and 1h delay.50
Interestingly, despite the robustness of the SCN rhythms, a surprisingly fast recovery from jet-lag is51
observed (Reddy et al., 2002; Vansteensel et al., 2003). Along the lines of a previous optimization study52
(Locke et al., 2008), we request that our models reduce the jet-lag to 50 % within 2 days. The third53
constraint refers to the well-known seasonal variability of circadian clocks (Pittendrigh and Daan, 1976b;54
Rémi et al., 2010). It has been reported that phase markers can lock to dusk or dawn for varying day-55
length. This implies that the associated phases change by 4h, if we switch from 16:8 LD conditions to56
8:16 LD conditions. Thus, we test whether or not our optimized models allow such pronounced phase57
differences between 16:8 and 8:16 LD cycles.58

2 METHODS

2.1 Optimization of amplitude-phase model59

As a model of an autonomous circadian oscillator, we consider the following amplitude-phase model60
(Abraham et al., 2010):61

dr

dt
= λr(A− r), (1)

dϕ

dt
= ω. (2)
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The system is described in polar coordinates of radius r and angle ϕ, having a limit cycle with amplitude62
A and angular frequency ω. Any perturbation away from the limit cycle will relax back with a relaxation63
rate λ. This oscillator model can be represented in Cartesian (x, y)–coordinates as64

dx

dt
= −λx(r − A)− ωy + Z(t), (3)

dy

dt
= −λy(r − A) + ωx, (4)

where r =
√
x2 + y2. The oscillator receives a Zeitgeber signal65

Z(t) =

{
1 if t mod T < κT

0 otherwise ,
(5)

where T represents the period of the Zeitgeber signal and κ determines the photoperiod (i.e., fraction of66
time during T hours when the lights are on). The amplitude–phase model provides one of the simplest67
mathematical frameworks to study limit cycle oscillations, which have been discussed in the context of68
circadian rhythms (Wever, 1962; Winfree, 1980; Kronauer et al., 1982).69

The amplitude–phase model (1),(2) has three unknown parameters {A, ω, λ}. These parameters were70
optimized to satisfy the model constraints as described in 1.3. The parameter optimization is based on71
minimization of a cost function. The cost function takes a set of parameters as arguments, evaluates the72
model using those parameters, and then returns a “score” indicating goodness of fit. Scores may only be73
positive, where the closer a fit gets to the score of zero, the better the fit becomes. The cost function is74
defined as75

E(A, ω, λ) =
(Te − 48h)2

(24h)2
+

(Δϕmax − 1h)2

(1h)2
+

(Δψ − 6h)2

(24h)2
, (6)

where Te, Δϕmax, Δψ represent half-time to re-entrainment, maximum phase-shift, and seasonal phase76
variability, respectively. The denominators can be regarded as tolerated ranges. If the values of Te, Δϕmax,77
and Δψ deviate 24h, 1h and 24h from their target values, a score of three results. All parameter sets78
discussed in this paper had optimized scores below 0.1, i.e., the constrains are well satisfied. Each quantity79
is defined and calculated as follows.80

When the circadian oscillator is entrained to the Zeitgeber signal, their phase difference ψ = Ψ − ϕ81
(Ψ = 2πt/T : phase of the Zeitgeber) converges to a stable phase ψe, that is called “phase of entrainment.”82
The half-time to re-entrainment Te denotes the amount of time required for the oscillator to recover from83
a jet-lag. As the Zeitgeber phase is advanced by ΔΨ, the phase difference becomes ψ = ψe + ΔΨ. Te84
quantifies how long it takes until the advanced phase is reduced to less than half of the original jet-lag85
(i.e., |ψ − ψe| < 0.5ΔΨ). In our computation, this quantity was averaged over 24 different times during86
the day, at which 6h-advanced jet-lag was applied. Next, the seasonal phase variability, which quantifies87
variability of the phase of entrainment over photoperiod from long day (16:8 LD) to short day (8:16 LD),88
is computed as Δψ = max

κ∈[1/3,2/3]ψe − min
κ∈[1/3,2/3]ψe. Finally, the maximum phase-shift is given89

by Δϕmax = maxϕ|PRC(ϕ)|, where PRC(ϕ) represents phase response curve of the free-running90
oscillator, to which 6h light pulse is injected at its phase of ϕ.91
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To find optimal parameter values, the cost function was minimized by a particle swarm optimization92
algorithm (Eberhart and Kennedy, 1995; Trelea, 2003). Search ranges of the parameter values were set to93
A∈[0, 5], ω∈[2π/30, 2π/18], λ∈[0, 0.5]. Altogether 300 sets of parameter values were obtained. From the94
estimated parameters, the intrinsic period was obtained as τ = 2π/ω.95

2.2 Simulations of jet-lag, phase response, and seasonality96

Figure 1 illustrates our modeling approach. In Fig. 1a, the amplitude-phase equations (1) and (2) are97
visualized in the phase plane together with the driving Zeitgeber switching between 0 (dark) and 1 (light)98
for varying photoperiods. Two values of the amplitude relaxation rate λ illustrate how λ affects the decay99
of perturbations. Starting from an initial condition, small relaxation rate gives rise to a long transient until100
its convergence to limit cycle, while large relaxation rate exhibits only a short transient. Figure 1b shows101
the oscillations in a 3-dimensional phase space. Two coordinates (x and y) span the phase plane of the102
endogenous oscillator. The vertical axis represents the phase of the Zeitgeber. The red line marks the103
periodically forced limit cycle. The jump from 24 h to 0 h reflects simply the periodic nature of our daily104
time.105

Interestingly, the relaxation after jet-lag (see also the more common presentations in Fig. 2) can be106
visualized as a transient convergence to the red limit cycle via the black line after a 6h phase change due107
to jet-lag (blue arrow). Such a relaxation might be accompanied by amplitude changes (not apparent) and108
by steady phase shifts from day to day (note that the jump from 24 h to 0 h is shifted day by day). After a109
few days, the red line is approached implying a vanishing jet-lag.110

3 RESULTS

3.1 Models reproduce small PRC, short jet-lag, and seasonality111

We performed 200 successful parameter optimizations leading to an ensemble of parameter sets. We112
discuss in this section the parameters with a PRC of 1h delay and advance. In Figs. S1 & S2, we also113
present a parameter set obtained with a modified optimization: in that case, we requested a PRC with 2h114
delay and advance.115

Figure 2 shows results for a representative model obtained via optimization. The PRC in Fig. 2a is116
almost sinusoidal with maximal delays and advances of 1h as requested by optimization. Simulations117
with different photoperiods are shown in Fig. 2b. It is evident that there are major phase shifts due to118
varying photoperiods. The jet-lag visualized in Fig. 2c is surprisingly short for such a relatively small119
PRC. Fig. 2d illustrates the re-entrainment after a jet-lag applied on day 10. Note, that no pronounced120
amplitude changes were observed.121

It is remarkable that such simple models with just three free parameters can reproduce phenotypic122
features successfully. In particular, short jet-lag durations for quite small PRCs are surprising. In the123
following we exploit the ensembles of parameter sets to understand the underlying principles.124

3.2 Optimization produced highly clustered parameter sets125

In this section, we focus on the 200 parameter sets with the ±1h PRCs exemplified in Fig. 2 (see Figs. S1126
for ±2h PRCs).127

The possible search ranges for our parameters were quite large (periods between 18 and 30h, amplitudes128
between 0 and 5, and amplitude relaxation rates between 0 and 0.5h−1). The histograms from the129
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optimized parameter sets demonstrate that the search lead to quite specific values: amplitudes of about130
2.1±0.04, periods around 23.3±0.1 h, and large relaxation rates of 0.4±0.1 h−1.131

The optimized amplitude can be easily understood from the constraint via PRCs: for a given pulse132
strength the PRC shrinks monotonically with increasing amplitude (Pittendrigh, 1981; Vitaterna et al.,133
2006). Consequently, the amplitude of about 2.1 implies a ±1h PRC. Indeed, our optimizations with a134
±2h PRC lead to smaller amplitudes around 1.2.135

Amplitude relaxation rates range between 0.1 and 0.5h−1. A value of 0.1h−1 corresponds to a half-136
life of the amplitude perturbations of about 7h, while a value of 0.5h−1 corresponds to a half-life137
of the amplitude perturbations of about 1.4h. Thus all values in the histogram imply relatively fast138
amplitude relaxation. In Abraham et al. (2010), we termed limit cycles with fast amplitude relaxation139
“rigid oscillators.” Interestingly, Comas et al. (2007) found that light pulses separated by 10h shift phases140
almost independently. This observation is consistent with fast amplitude relaxation rates. Jet-lag is a141
specific type of a transient (compare Fig. 1b). Thus it seems reasonable that fast amplitude relaxation142
helps to achieve short transients after a jet-lag.143

The most surprising result of our optimization is the narrow range of intrinsic periods of about 23.3h. We144
provide in the discussion arguments that specific periods allow appropriate seasonal flexibility (compare145
Fig. 4). In short, at specific parts of Arnold onions (i.e. the entrainment regions in the κ − T parameter146
plane), the required 4h phase differences are found giving a reasonable phase shifts between 16:8 LD and147
8:16 LD.148

Figure 3d illustrates that the optimized parameter values are not independent. For example, shorter149
periods are associated with larger amplitude. A possible explanation is that short periods imply larger150
effective pulse strength (a 6h pulse is than relatively long) leading to larger amplitude in order to have the151
requested PRC amplitude.152

In order to evaluate the robustness of our optimization approach, we generated also 100 parameter sets153
with PRCs with about a 2h advance and delay. In these cases we found intrinsic periods of 24.6±0.1 h and154
amplitudes 1.15±0.1. The relaxation rates and amplitude-period correlations were similar to the results155
with PRCs of about 1h advance and delay, compare Fig. 3 and Fig. S1.156

3.3 Arnold onions provide insights on the optimized parameters157

To systematically investigate the impact of photoperiod (κ) and Zeitgeber period (T ) on entrainment158
properties, we analyze in Figure 4 two Arnold onions for representative parameter sets with a short period159
and a ±1 h PRC as well as a large period and a ±2 h PRC. Interestingly, the Arnold onions are tilted, i.e.160
the DD periods at photoperiod κ = 0 are smaller than the LL periods at photoperiod κ = 1 as predicted161
by Aschoff’s rule for nocturnal animals (Aschoff, 1960). The largest entrainment range is found around162
a photoperiod of 0.5 as predicted by Wever (1964). As expected, a larger PRC implies a wider range of163
entrainment, compare sizes of the Arnold onion in Fig. 4 (a) and (b).164

The phase of entrainment is color-coded in Fig. 4. It is evident that the phases vary strongly with165
the external period T . There are theoretical predictions that phases change by about 12h (Wever, 1964;166
Granada et al., 2013; Bordyugov et al., 2015) in the horizontal direction. Interestingly, the variation of167
photoperiods in the vertical direction implies also very pronounced variations of the entrainment phase.168
Consequently, we could find many parameter sets with about 4h phase shift between photoperiods of169
κ = 1/3 (8:16 LD) and of κ = 2/3 (16:8 LD).170
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4 DISCUSSION

4.1 Optimized models reproduce phenotypic features171

The circadian clock of vertebrates is characterized by a relatively small type 1 PRC, by a narrow172
entrainment range, by fast recovery from jet-lag, and by pronounced seasonal flexibility. We addressed the173
question whether or not these phenotypic features can be reproduced by simple amplitude-phase models174
with just 3 free parameters: period, amplitude, and relaxation time. To our surprise, we found many175
parameter sets via global optimization that reproduce the phenotypic features.176

The availability of many parameter sets derived from random optimization allows extraction of essential177
properties of successful models. It turned out that the amplitude A is adjusted to reproduce small PRCs178
for a given Zeitgeber strength Z. According to limit cycle theory (Pavlidis, 1969; Peterson, 1980), the179
strength of a perturbation is governed by the ratio Z/A of Zeitgeber strength to amplitude. This implies180
that large limit cycles exhibit small PRCs for a fixed Zeitgeber strength (Vitaterna et al., 2006).181

In all suitable models, we found relatively fast amplitude relaxation rates with half-lives of perturbations182
below 5h. This “rigidity” of limit cycles (Abraham et al., 2010) can support fast relaxation to the new183
phase after jet-lag (compare Fig. 1b). Interestingly, Comas et al. (2007) found that light pulses separated184
by 10h act almost independently. This observation is consistent with fast relaxation rates after light pulses.185

In order to reproduce seasonality we optimized our model under the constraint that 16:8 and 8:16 LD186
cycles have entrainment phases that are about 4h apart. This implies that the phase could follow dusk187
or dawn (Daan and Aschoff, 1975). In other words, we requested that the entrainment phase depends188
strongly on the photoperiod. As illustrated in Fig. 4, such a strong dependency is indeed reproduced by189
our simple amplitude-phase models. Our optimization procedure selected specific periods that lead to a190
4h phase variation between photoperiods κ = 1/3 and κ = 2/3. Note, that other periods can give large191
phase differences as well (compare the large vertical phase variations in Fig. 4).192

4.2 Relevance of phenomenological amplitude-phase models193

Simplistic models as studied in this paper are quite generally applicable. In principle, they could be194
used to describe single cells, tissue clocks, and organismic data. For single cells, damped stochastic195
oscillators can represent the observations also surprisingly well (Westermark et al., 2009). Such models196
have vanishingly small amplitudes, smaller relaxation rates, and are driven by stochastic terms. Otherwise197
their complexity is comparable to our models discussed above.198

Complex models with multiple gene-regulatory feedback loops (Mirsky et al., 2009; Pokhilko et al.,199
2010; Relógio et al., 2011; Woller et al., 2016) could be reduced to amplitude-phase models simply200
by extracting periods, amplitudes, and relaxation rates from simulations. However, in such cases the201
amplitudes are not uniquely defined, since there are many dynamic variables.202

4.3 How to define circadian amplitudes?203

This difficulty to define amplitudes points to a general problem in chronobiology. Most studies focus on204
periods and entrainment phases. Limit cycle theory emphasizes that amplitudes are essential to understand205
PRCs and entrainment. It is, however, not evident which amplitudes properly represent the limit cycle206
oscillator. Some studies consider gene expression levels (Lakin-Thomas et al., 1991; Wang et al., 2019)207
or reporter amplitudes (Leise et al., 2012), and other studies quantify activity rhythms (Bode et al.,208
2011; Erzberger et al., 2013). Since the ratio of Zeitgeber strength to amplitude Z/A governs PRCs and209
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entrainment phases, we suggest that amplitudes could be quantified indirectly: the stronger the response210
to physiological perturbations, the smaller the amplitude. This approach leads to the concept of strong and211
weak oscillators (Abraham et al., 2010; Granada et al., 2013). Strong oscillators are robust and have small212
PRCs and entrainment ranges but large phase variability (Granada et al., 2013). In this sense, wild-type213
vertebrate clocks represent strong oscillators in contrast to single cell organisms or plants. Indeed, the214
review of Aschoff and Pohl (1978) demonstrates impressively these properties.215

Interestingly, a reduction in relative amplitudes (i.e., amplitudes as a fraction of the mesor) can reduce216
jet-lag drastically, since resetting signals are much more efficient (Yamaguchi et al., 2013; An et al., 2013;217
Jagannath et al., 2013).218

4.4 Arnold onions quantify entrainment219

As shown in Fig. 4, Arnold onions represent in a compact manner entrainment ranges and phases of220
entrainment. Astonishingly, even quite basic models lead to really complex variations of entrainment221
phases. As expected, the period mismatch T–τ has a rather strong effect on the entrainment222
phase. This reflects the well-known feature that short intrinsic periods τ have earlier entrainment223
phases (“chronotypes”) (Pittendrigh and Daan, 1976a; Merrow et al., 1999; Duffy et al., 2001). These224
associations are reflected in the horizontal phase variations in the Arnold onion. Interestingly, the vertical225
phase variability is also quite large. This observation demonstrates that also the effective Zeitgeber226
strength Z/A and the photoperiod affect the phase of entrainment strongly. Consequently, the expected227
correlations between periods and entrainment phase could be masked by varying amplitudes, Zeitgeber228
strength, and photoperiods. In other words, chronotypes are governed by periods only if relative Zeitgeber229
strength and photoperiod are kept constant.230

The complexity of entrainment phase regulation indicates that generic properties of coupled oscillators231
can provide useful insight in chronobiology. In particular, basic amplitude-phase models can help to232
understand the control of jet-lag and seasonality.233

CONFLICT OF INTEREST STATEMENT

The authors declare that the research was conducted in the absence of any commercial or financial234
relationships that could be construed as a potential conflict of interest.235

AUTHOR CONTRIBUTIONS

H. H. designed the study. I. T. T. performed the model simulations. I. T. T., B. A., C. S., and H. H.236
discussed the results. H. H. wrote the main text. I. T. T., B. A., and C. S. revised the text.237

FUNDING

I. T. T. acknowledges financial support from the Japan Society for the Promotion of Science (JSPS)238
(KAKENHI Nos. 16K00343, 17H06313, 18H02477, 19H01002). B. A., C. S. and H. H. acknowledge239
support from the Deutsche Forschungsgemeinschaft (DFG) (SPP 2041, TRR 186-A16, TRR 186-A17).240
In addition, C. S. acknowledges support from the DFG (SCH3362/2-1) and the JSPS (PE17780).241

Frontiers 7

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted December 5, 2019. ; https://doi.org/10.1101/865592doi: bioRxiv preprint 

https://doi.org/10.1101/865592
http://creativecommons.org/licenses/by-nc-nd/4.0/


Tokuda et al. Conceptual Circadian Models

ACKNOWLEDGMENTS

The authors thank Serge Daan (†), Achim Kramer, and Adrian Granada for stimulating discussions.242

REFERENCES

Abraham, U., Granada, A. E., Westermark, P. O., Heine, M., Kramer, A., and Herzel, H. (2010). Coupling243
governs entrainment range of circadian clocks. Molecular Systems Biology 6, 438. doi:10.1038/msb.244
2010.92245

An, S., Harang, R., Meeker, K., Granados-Fuentes, D., Tsai, C. A., Mazuski, C., et al. (2013). A246
neuropeptide speeds circadian entrainment by reducing intercellular synchrony. Proceedings of the247
National Academy of Sciences 110, E4355–E4361248

Aschoff, J. (1960). Exogenous and endogenous components in circadian rhythms. In Cold Spring Harbor249
symposia on quantitative biology (Cold Spring Harbor Laboratory Press), vol. 25, 11–28250

Aschoff, J. and Pohl, H. (1978). Phase relations between a circadian rhythm and its zeitgeber within the251
range of entrainment. Naturwissenschaften 65, 80–84252

Becker-Weimann, S., Wolf, J., Herzel, H., and Kramer, A. (2004). Modeling feedback loops of the253
mammalian circadian oscillator. Biophysical Journal 87, 3023–3034254

Bode, B., Shahmoradi, A., Rossner, M. J., and Oster, H. (2011). Genetic interaction of per1 and dec1/2255
in the regulation of circadian locomotor activity. Journal of Biological Rhythms 26, 530–540256

Bordyugov, G., Abraham, U., Granada, A., Rose, P., Imkeller, K., Kramer, A., et al. (2015). Tuning the257
phase of circadian entrainment. Journal of The Royal Society Interface 12. doi:10.1098/rsif.2015.0282258

Comas, M., Beersma, D., Spoelstra, K., and Daan, S. (2006). Phase and period responses of the circadian259
system of mice (mus musculus) to light stimuli of different duration. Journal of Biological Rhythms260
21, 362–372261

Comas, M., Beersma, D., Spoelstra, K., and Daan, S. (2007). Circadian response reduction in light and262
response restoration in darkness: a!Hskeleton!Ilight pulse PRC study in mice (mus musculus). Journal263
of Biological Rhythms 22, 432–444264

Daan, S. and Aschoff, J. (1975). Circadian rhythms of locomotor activity in captive birds and mammals:265
their variations with season and latitude. Oecologia 18, 269–316266

Daan, S. and Berde, C. (1978). Two coupled oscillators: simulations of the circadian pacemaker in267
mammalian activity rhythms. Journal of Theoretical Biology 70, 297–313268

Dibner, C., Schibler, U., and Albrecht, U. (2010). The mammalian circadian timing system: organization269
and coordination of central and peripheral clocks. Annual Review of Physiology 72, 517–549270
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Figure 1. Visualization of the amplitude-phase model. (a) Schematic illustration of the amplitude-phase
oscillator model forced by a Zeitgeber (light) signal of different photoperiods κ. Starting from the initial
condition x0, a small relaxation rate (λ = 0.1 h−1) gives rise to long transient until its convergence back to
the limit cycle, while transients for large relaxation rates (λ = 0.5 h−1) are short. (b) The re-entrainment
process of the oscillator after its phase is shifted by a 6h-advanced jet-lag. The red line represents the
jet-lag shifted trajectory that the system converges to. The blue arrow indicates the 6h jet-lag.
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Figure 2. Properties of our amplitude-phase model for a representative optimized parameter set. (a) Phase
response curve with respect to 6h light pulse. (b) Waveforms x(t) of the oscillator entrained to Zeitgeber
signal with 8:16 LD (red), 12:12 LD (green), and 16:8 LD (blue). (c) Actogram drawn for the oscillators,
to which a 6h advancing jet-lag was induced on day 10. (d) Time-trace x(t) of the oscillators, to which a
6h advancing jet-lag was induced on day 10. Model parameters: τ = 23.36h, A = 2.063, λ = 0.386h−1

with ω = 2π
τ .
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Figure 3. Parameter values in the optimized ensemble. (a-c) Distributions of the optimized parameter
values for τ (= 2π/ω), A, and λ, respectively. (d) Scatter plots of amplitude A against intrinsic period τ
drawn for the 200 sets of optimized parameters.
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Figure 4. Arnold onions for the two PRC constraints. (a,b) 1:1 entrainment ranges in the κ-T parameter
plane (Arnold onions). Entrainment phases were determined by numerical simulations and have been
color-coded within the region of entrainment. Panel (a) depicts an Arnold onion for an optimized
parameter se with a ±1h-PRC, a short-period τ = 23.36h, A = 2.063, and λ = 0.386h−1. Panel (b)
shows an Arnold onion for an optimized parameter set with a ±2h-PRC, a long-period τ = 24.64h,
A = 1.144, λ = 0.50h−1.
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Figure S1. Results of parameter optimization based on cost function E(A, ω, λ) =
(Te−48)2

(24)2
+

(Δϕmax−2)2

(1)2
+ (Δψ−6)2

(24)2
, where ±2h PRC was requested. (a-c) Distributions of the 100 optimized parameter

sets for τ (24.6±0.16 h), A (1.2±0.07), λ (0.37±0.12), respectively. (d) Scatter plots of amplitude A
against intrinsic period τ drawn for 100 sets of optimized parameters.
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Figure S2. Simulation of the amplitude-phase oscillator model using one of the 100 parameter sets
optimized for a ±2h PRC. (a) Phase response curve with respect to 6h light pulse. (b) Waveforms x(t) of
the oscillator entrained to Zeitgeber signal with 8:16 LD (red), 12:12 LD (green), and 16:8 LD (blue). (c)
Actogram drawn for the oscillator, to which a 6h advancing jet-lag was induced on day 10. (d) Time-trace
x(t) of the oscillators, to which a 6h advancing jet-lag was induced on the 10th day. Parameter values:
τ = 24.64h, A = 1.144, λ = 0.50h−1.
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