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Abstract

In population genetics, fixation of traits in a demographically changing population un-
der frequency-independent selection has been extensively analysed. In evolutionary game
theory, models of fixation have typically focused on fixed population sizes and frequency-
dependent selection. A combination of demographic fluctuations with frequency-dependent
interactions such as Lotka-Volterra dynamics has received comparatively little attention.
We consider a stochastic, competitive Lotka-Volterra model with higher order interactions
between two traits. The emerging individual based model allows for stochastic fluctua-
tions in the frequencies of the two traits and the total population size. We calculate the
fixation probability of a trait under differing competition coefficients. This fixation prob-
ability resembles qualitatively the deterministic evolutionary dynamics. Furthermore, we
partially disentangle the selection effects into their ecological and evolutionary compo-
nents. We find that changing the evolutionary selection strength also changes the popula-
tion dynamics and vice versa. Thus, a clean separation of the ecological and evolutionary
effects is not possible. The entangled eco-evolutionary processes thus cannot be ignored
when determining fixation properties in a co-evolutionary system.
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1 Introduction
The theoretical study of fixation or extinction of a trait in a population has a long history in the context
of population genetics [Hal27, Fis22, Wri31, Kim62]. It has since then served as a basic theory in a
huge variety of fields in evolutionary biology [NS13]. While traditional models of trait fixation consider
fixed or infinitely large population sizes, also deterministically changing population sizes have received
some attention [Ewe67, KO74, OW97, WG01, UH11].

Evolutionary game dynamics has been utilized in biological and social contexts since its inception
[Lew61, MSP73]. This framework allows for an easy interpretation and implementation of frequency-
dependent selection leading to coexistence or bistable dynamics. Evolutionary games have provided
insights into evolution of cooperation [NSTF04], evolution of sex [MS86], host-parasite-dynamics
[KS87] and more recently, evolution of cancer [PSD14]. The introduction of stochasticity in fixed
population sizes, allows the study of quantities such as fixation probabilities or mean fixation times
[GRD74]. The main focus of this discipline, has been on evolutionary dynamics [HS98, Now06],
assuming ecological equilibrium.

In real biological systems, as evidenced from epidemiological and experimental studies, the inter-
action of ecology and evolution is crucial in determining the joint eco-evolutionary trajectory of a sys-
tem [SG13, FSB16, HACB16]. Evolutionary dynamics of two traits, e.g. cooperators and cheaters, has
been studied in evolutionary models inspired by microbial experiments [ASF+08, MFHG+10, CRL10].
Ecology, and in particular fluctuating population sizes, often dictate the dynamics of these experiments.

However, most theoretical studies focus on a constant population size, neglecting potential ecologi-
cal effects on the population dynamics. Just recently the interaction of evolutionary and population dy-
namics has gained more attention [Lam06, CL07, PQ07a, PQ07b, PQP10, UH11, CM15, PR17]. Clas-
sical equations of ecology like the Lotka-Volterra dynamics have to be re-evaluated when finite popu-
lations are considered [GPTS13, PGTS16]. Additionally, recent studies explicitly include evolutionary
game dynamics into an ecological framework [HHT15, GH16, ASGG17, YRD17, CT18, MFH+18].
In these models, one challenge is to re-interpret game interactions in terms of ecological dynamics to
make sense in a fluctuating population size scenario. Since the game interactions are between individu-
als with different traits, we can interpret them as the interaction terms in the competitive Lotka-Volterra
equations [Zee95, HHT15]. Typically in evolutionary games when an individual interacts with another,
it receives a payoff. In our eco-evolutionary setting, the payoffs translate inversely into competition
outcomes. Thus, the more the payoff, the less likely is the interaction harmful for the actor.

Derivation of a stochastic formulation of a model begs further analysis. When genetic drift dom-
inates, i.e. in the limit of weak selection, the impact of interactions on fitness is minimal and ap-
proximations for the fixation probability are available [Lam06, CL07, CM15, CT18]. From a game
theoretic perspective, all these studies are restricted to the highly abstract notion of two player games.
The mathematics of these games is the same as that of allele dynamics within a haploid population
[CK70, TH09]. This framework has been extended to diploids [Row88, HA09] and going further, mul-
tiplayer games would allow us to increase the ploidy level [HTG12]. Therefore, multiplayer games are
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not just theoretically interesting, but have clear biological as well as social interpretations. From mul-
tiple bacteria interacting together as in microbiomes [LPF+15, WR16], in quorum sensing [WSE17]
or in biofilm formation [DNS+14] to social dilemmas such as the classic tragedy of the commons
[Har68], multiplayer games can be interpreted across scales of organization. Of interest then, would be
a complete eco-evolutionary analysis of fixation probabilities for multiplayer evolutionary games with
demographic changes.

Following this line of thought, we develop an ecological interpretation of a two trait multiplayer
evolutionary game. We calculate the fixation probability of a trait (strategy) in a competitive Lotka-
Volterra model with higher order interactions (multiplayer game), where the population size fluctuates
over time due to demographic noise. This individual based implementation of reactions allows for a
straight-forward interpretation of fitness effects. The stochastic model so generated, generalises pre-
vious results on fixation probabilities in a similar setting [Lam06, CT18]. It allows us to (partly)
disentangle the impact of evolutionary and ecological forces on the fixation probability. We then apply
our theory to a well studied example of a social dilemma, the so called threshold public goods game.
This example fleshes out the structure of the expression of the fixation probability allowing us to extend
the framework to eco-evolutionary models with general d-player interactions.

2 Model and Methods
While two player games form the crux of most of evolutionary game theory, multiplayer games are
rather the norm in social as well as a number of biological situations. Assuming population densities
being in an ecological equilibrium the change in frequencies of traits can be calculated by the replicator
equation. For changing population densities we develop a multiplayer population dynamics model
which is based upon ecological processes as in [HHT15]. We begin with a three player interaction.

2.1 Replicator dynamics

Consider a population consisting of two traits,A andB. The interactions between individuals in groups
of three are then denoted by,




AA AB BB

A a2 a1 a0

B b2 b1 b0


.

The focal individual (row) with trait A interacts with two other individuals. If the other two individuals
happen to be A then the payoff to the focal individual is a2 and so forth. Typically assuming the
population size to be infinitely large the number of A and B individuals can be represented by their
frequencies xA = x and xB = 1 − x. The fitness of the trait is then the product of the payoff and the
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frequency of the corresponding trait in the population,

πA(x) = a2x
2 + 2a1x(1− x) + a0(1− x)2,

πB(x) = b2x
2 + 2b1x(1− x) + b0(1− x)2.

The evolutionary change in the frequencies of the traits can be captured by replicator dynamics, also
valid for multiplayer games [HS98, GT10],

dx

dt
= x(1− x)(πA(x)− πB(x)). (1)

We can recover the traditional outcomes of neutrality, dominance, bistability and coexistence for the
three player game. Furthermore the setup has the possibility to show two internal fixed points.

2.1.1 Finite populations

Replicator dynamics allow us to look at the gross qualitative dynamics of selection. Interactions how-
ever take place in finite populations. Taking this into account forces us to rethink the limits of the
infinite population size assumption [FAF98, TPI06]. There are various ways of handling finite popula-
tions, also in multiplayer games [TH09, GT10, Les11].

A crucial concept in finite populations is of selection intensity. We can control the effect of the game
(interactions) on the fitness of a trait by tuning the magnitude of the intensity of selection. Assuming a
linear payoff to fitness mapping we have fa = 1+ωπA. If selection is weak, ω � 1, then genetic drift
dominates and the average payoff has minimal effect on fitness. Thus the effective difference between
the two traits reduces. The mapping can be subsumed in the payoff matrix where each payoff entry ai
is rescaled to 1 + ωai.

2.2 Eco-evolutionary dynamics

As per [HHT15] we rationalize that since the game contributes only to competition between individ-
uals, it can result in the death of the focal individual. This reflects the interpretation of individuals
interacting with each other, similar to the game theoretic view on the payoff matrix. Additionally, this
mapping from payoffs to population dynamics allows us to write the carrying capacities in terms of the
payoff values, i.e. the single species equilibria are solely affected by a2 and b0, respectively, while the
coexistence points are related to all the payoffs. Moreover, the payoffs of a game typically translate
positively towards the fitness of the focal individual. Hence we assume an inverse relationship between
the magnitude of the payoff and the death rate. The microscopic interactions which lead to birth and
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death of individuals can be written as follows

A
βA−−→ A+A, B

βB−−→ B +B,

A+ (A+A)
γa2−−→ A+A, B + (A+A)

γb2−−→ A+A,

A+ (A+B)
γa1−−→ A+B, B + (A+B)

γb1−−→ A+B, (2)

A+ (B +B)
γa0−−→ B +B, B + (B +B)

γb0−−→ B +B,

A
δA−→ ∅, B

δB−→ ∅,

with reaction rates γki =
(
2
i

)
/(M2(1 + ωki)). Here, ki are the entries of the payoff matrix for the

three player game and M is a scaling parameter describing the size of the population in equilibrium,
i.e. the fixed points are proportional to M . The reactions are corrected according to their combinatorial
possibilities, the factor

(
2
i

)
, as done in [MN04]. The scaling M2 changes the absolute values of inter-

acting individuals to their densities. This gives the right scaling for the population in stationarity to be
proportional to M . It can also be interpreted in terms of the probability of meeting two individuals at
the same time. Since our interactions happen amongst three individuals we need to scale these rates
withM2 rather than justM which would hold for binary interactions. For more details on the choice of
scalings we refer to the literature concerned with chemical reactions, see for instance [Gil76, AK15].

Such a mechanistic implementation of evolutionary processes has not yet received much attention
in the literature – see [DIS17] for an essay about this – but has the advantage of directly relating
selective advantages to birth, death or competition processes. We believe that interpreting selection in
this way can provide new insight into the concrete advantages of mutants and situations in which they
are beneficial.

For realising our ultimate aim of approximating the fixation probability of trait A individuals in the
population, we now consider the stochastic description of this eco-evolutionary model.

2.2.1 Stochastic eco-evolutionary dynamics

Often stochastic models are derived from an individual based formulation as given in Eq. (2) and
then approximated by a stochastic differential equation, see e.g. [vK97, Gar04]. Since we are mainly
interested in the effect of individual interactions on the dynamics we set βA = βB = β and δA =

δB = δ. Further, denoting by Xi the absolute number of type i individuals and setting xi = Xi/M the
corresponding density we obtain the following stochastic equations of our system (see A for a detailed
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derivation)

dxA(t) = xA

(
β − δ − x2A

1 + ωa2
− 2xAxB

1 + ωa1
− x2B

1 + ωa0

)
dt

+
1√
M

(
(β + δ)xA + xA

(
x2A

1 + ωa2
+

2xAxB
1 + ωa1

+
x2B

1 + ωa0

))1/2

dW1(t),

dxB(t) = xB

(
β − δ − x2A

1 + ωb2
− 2xAxB

1 + ωb1
− x2B

1 + ωb0

)
dt

+
1√
M

(
(β + δ)xB + xB

(
x2A

1 + ωb2
+

2xAxB
1 + ωb1

+
x2B

1 + ωb0

))1/2

dW2(t), (3)

where Wi are independent Brownian motions. We can describe the evolutionary process (change in
the population composition) as well as the ecological dynamics (change in population density) by
transforming the system to the variables, p = xA

xA+xB
, the frequency of trait A individuals and z =

xA + xB , the total population density, see also Figure 1. The figure illustrates the transformation from
the (xA, xB)-space (bottom left) to the (p, z)-space (bottom right). Additionally, we show the replicator
dynamics at the right. There, the deterministic trajectories are attracted to the stable equilibrium (filled
circle) while escaping the unstable equilibrium (open circle). In general a d−player interaction allows
for d−1 internal equilibria in a Lotka-Volterra system. This can be derived by solving the deterministic
part of equation (3). Furthermore, the stability of the internal equilibria is alternating. In our example in
Figure 1, p∗1 is stable and p∗2 is unstable. Another interesting feature in our system is that the dynamics
quickly collapse on the ecological equilibrium due to the Lotka-Volterra dynamics. Systems where the
ecological component of the system is slow and the evolutionary dynamics evolve on a faster time-scale
are for instance analysed in [PCS18].

3 Results

3.1 Fixation Probability

Under weak selection we are able to approximate the fixation probability ϕ(p0, z0) of trait A. It de-
pends only on the initial population size z0 and the composition of the initial population defined by p0.
The techniques we use to derive an interpretable expression are first described in [Lam06] and [CL07]
and refined for this specific setup in [CT18]. The interpretation relies on our ability to separate the
evolutionary terms from the ecological variable z. For two player games, the condition for this sep-
aration to be valid coincides with the weak selection assumption [CT18]. For multiplayer games, the
separation of evolutionary and ecological scales becomes more complicated and harder to interpret. By
choosing a linear payoff function 1 + (ω × ·), we are able to split weak selection into its evolutionary
and ecological components. The approximation further depends on the number of internal equilibria. A
three player interaction can have 0− 2 internal fixed points dependent on the payoff matrix associated
with these interactions. We first consider the situation with two internal fixed points since it is the most
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Figure 1: From an evolutionary game to population dynamics. The interaction between
traits A and B is represented by the payoff matrix as shown in the top left of the figure. We
include weak selection via a linear payoff to fitness mapping such that the effective matrix
is 1 + ω × matrix. Then we compute the population dynamics of this interaction matrix for
weak selection ω = 10−0.7. Thus, as the dynamics comes close to neutrality the number
of runs fixed in either trait A or B is almost equal. From an eco-evolutionary point of view
(bottom right), the population density rapidly converges to the ecological equilibrium and then
the almost neutral dynamics proceeds in the evolutionary dimension of the fraction of trait A
individuals. The fixed points in the evolutionary dimension are denoted by the solid horizontal
lines (given explicitly in the Appendix) and under weak selection coincide with the equilibria
of the deterministic replicator equation. The replicator dynamics are illustrated at the right of
this subfigure, showing that trajectories point away from the unstable fixed point (open circle)
towards fixation or the stable fixed point (filled bullet).

insightful for understanding the potential and limitation of the approximation. Denoting by p∗1,2 the
equilibria of the deterministic model in the p-space, we find the following conditions under which we
can separate the evolutionary from the ecological scale:

(i) ω � 1,

(ii) p∗1 + p∗2 ≈ 1 and
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(iii) p∗1p
∗
2 ≈ 1

5 .

Condition (i) is the overall impact of the trait differences on the population’s development – the evolu-
tionary component. Condition (ii) and (iii) ensure that selection is negligible over the whole frequency
space, i.e. the integral of the replicator dynamics over the frequency space is zero (or close to it).
Formally, conditions (ii) and (iii) yield

∫ 1

0

dx

dt
dx =

∫ 1

0
x(1− x)(πA(x)− πB(x))dx ≈ 0, (4)

where the equality is explained by Eq. (1). This is an extension of the two player case where the
ecological condition for the derivation of the corresponding result is p∗ ≈ 1/2 [CT18]. Thus conditions
(ii) and (iii) form – the ecological component – of weak selection. Furthermore, they impose the payoff
matrix to allow for two internal equilibria since solving for p∗1 and p∗2 here yields: p∗1 ≈ 0.28 and
p∗2 ≈ 0.72.

Conditions (ii) and (iii) seem to be very restrictive, however they emerge naturally if we impose
that mutations are close to neutral, i.e. trait A and B are similar. Weak mutations (or nearly neutral
mutations) can be translated to having negligible selective (dis-)advantage which can be related to
equation (4) being close to zero.

Another approach to analyse the system above is by explicitly separating the time-scales such that
the system reduces to a one-dimensional stochastic diffusion process on a manifold where population
size is fixed. However, this time-scale separation is only valid under weak selection such that we
suspect similar conditions to be found to (i)-(iii) for the technique to work. A nice review of methods
using this approach is [PR17].

Taken together, conditions (i)-(iii) already show that weak selection in an eco-evolutionary model
can arise from multiple sources. Either, (a) the whole model follows weak selection, i.e. all conditions
are satisfied at the same time or (b) a model can be studied under ecological or evolutionary weak
selection. We analyse the different impacts of the above assumptions on both such situations.

Satisfying all conditions, we can derive the following expression for the fixation probability (details
of the derivation are stated in B):

ϕ(p, z) ≈ p+ ωp(1− p)(p− p∗1)(p− p∗2) (2b1 − b2 − b0 + a2 − 2a1 + a0)ψ(z), (5)

where ψ(z) is a function independent of p satisfying a differential equation explicitly given in B. Note
that all the ecological information is gathered in the function ψ(z). This separates the evolutionary
and ecological impact on the fixation probability under weak selection and nearly neutral mutations.
Comparing this result to similar results from the population genetics literature the function ψ(z), as
a measure of impact of the initial population size, takes the place of the effective population size in
related formulas. This seems reasonable since it is independent of the initial trait frequencies and
therefore only dependent on the population dynamics.

The approximation shows a good fit with results obtained from stochastic simulations with pa-
rameters satisfying conditions (i)-(iii), see Fig. 2 (dotted line). For a sensitivity analysis we refer to
Section 3.3.
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Figure 2: Generality of our approach encompassing all possible three player outcomes.
Linear (two player) evolutionary games can result in neutral, dominance (no internal fixed
points) or co-existence and bistable (one-interior fixed point) dynamics. In addition to these,
a three player game allows for two interior fixed points. We show that our analysis is able
to capture the fixation probability not just in the scenarios reminiscent of linear (two player)
games but encompass the whole spectrum of outcomes possible in non-linear (three player)
games. The fixation probability (y-axis) is normalised in each case by the neutral expectation
(by subtracting p, the initial fraction of trait A individuals x-axis). The payoff matrices for
the dominance, bistability and two fixed points scenarios are as stated in the plot. Symbols
are simulation results, averaged over 106 realisations. The theoretical results for the three
cases are given by Eqs. (5),(6) and (7) for two internal fixed points (dotted), bistability (dot-
dashed) and dominance (dashed), respectively (with ψ(z) being 5.8486, 10.7398 and 30.1971,
respectively). The other parameters are fixed in all scenarios and set to M = 100, β = 0.6,
δ = 0.1 and initial population size of 200.

3.2 Generality of the approximation technique

The previous derivation holds in the case of two internal fixed points and for interaction rates that allow
for these equilibria to satisfy conditions (ii) and (iii).

Assuming exactly one internal fixed point the analysis becomes more involved since the scale
separation does not follow as intuitively as in the previous case. Indeed, we find that an approximation
is only possible in case the payoff values satisfy

2b1 − b2 − b0 + a2 − 2a1 + a0 = 0

and in addition allow for an internal fixed point. The crucial part is the separation of the variables p and
z that is ensured by the stated condition. It turns out that parameter configurations like this produce an
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internal fixed point close to 1/2, reminiscent of the analysis in [CT18], in fact the fixation probability
takes the exact same form:

ϕ1(p, z) = p+ ωp(1− p)
(
1− p

p∗

)
(a0 − b0)ψ(z) +O(ω2), (6)

where the fixed point is given by

p∗ =
b0 − a0

2(b0 − b1 + a1 − a0)
.

However, the partial differential equation ψ(z) needs to solve differs slightly from the two player
scenario. The equation is stated, along with the derivation of the fixation probability, in B.1.

At last we consider the scenario with a purely dominant strategy, i.e. ai > bi or bi > ai for all
i ∈ {0, 1, 2}. In this case, in addition to condition (i) we need the payoff values to be close to each other,
similar to the fact that the selective advantage of one type needs to be negligible over the frequency
space, see also equation (4). To be more precise we need the following products to be vanishingly
small:

ω

(
b0 − b1 + a1 − a0

a0 − b0

)
≈ 0 and ω

(
2b1 − b2 − b0 + a2 − 2a1 + a0

a0 − b0

)
≈ 0.

Then the fixation probability can be approximated by

ϕ0(p, z) = p+ ωp(1− p)(a0 − b0)ψ(z) +O(ω2). (7)

The derivation is the same as in the corresponding two player scenario [CT18, Theorem 2], again with
a different partial differential equation for ψ(z), but is stated for completeness in B.2.

Choosing parameter values that satisfy the conditions necessary for these approximations to work,
we see that indeed the calculated fixation probability fits the simulated data, see Fig. 2 the solid and the
dash-dotted line for the dominance and bistable case, respectively.

3.3 Breaking assumptions in the two internal fixed points scenario

In the following we examine the impact of deviating from conditions (i)-(iii) under which the theory
developed for two internal fixed points holds. Therefore, as a “benchmark” model we choose the matrix

( AA AB BB

A 1.00 0.50 1.00

B 0.50 1.25 0.50

)
.

The internal equilibria corresponding to this matrix are given by p∗1,2 = {0.2764, 0.7236}. For this
combination we have p∗1 + p∗2 = 1 and p∗1p

∗
2 = 1

5 which holds for ω � 1 thus satisfying the required
conditions.
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As already mentioned our setting allows for two possible ways to deviate from the idea of weak
selection. We can assume larger values of ω corresponding to an overall larger impact of the evolution-
ary fitness differences on the model. By increasing ω the fixation probability is less and less captured
by our theoretical expectation, see x-axis of Fig. 3. Alternatively, weak selection is achieved when the
payoff values of the matrix satisfy conditions (ii) and (iii) from above. Varying the payoffs changes the
intensity of selection but more importantly also alters the location of the fixed points. In this case the
theory is able to capture qualitatively the direction of deviation from neutrality (Fig. 3 y-axis). We call
these two deviations either evolutionary (x-axis) or ecological (y-axis) weak selection even though it
is not possible to strictly disentangle the effects as they are intertwined via the calculation of the fixed
points.

3.3.1 Evolutionary weak selection - varying ω

Typically in evolutionary games, changing the intensity of selection does not affect the fixed points in
the infinite population size limit. This only holds approximately in our eco-evolutionary model. Due
to varying the influence of the underlying game on the competition parameters we change the location
of the fixed points in the system. Calculating fitness as 1+ω(matrix), weak selection can be imposed
when ω � 1. In this case we get the theoretical optimum value for p∗1p

∗
2 (Fig. 3, 4 horizontal axis).

Increasing the values of ω leads to a deviation of p∗1p
∗
2 =

1
5 and thus the approximations become worse

(Fig. 3). However, Figure 4 shows that we can recover this formally strict separation of p and z by
moving along the y-axis, i.e. changes in the payoff matrix, such that even for higher values of ω the
predicted fixation probability fits well to the observed values obtained by simulations (see the set of
results for value 1 on the y-axis in Fig. 4).

3.3.2 Ecological weak selection - varying the payoffs

When altering the payoffs, we change the location of the equilibria drastically which can be seen as
changing the ecological output of the model, i.e. the carrying capacities of the two strains. For instance,
in the monomorphic states these are given by

√
(β − δ)(1 + ωa2)M and

√
(β − δ)(1 + ωb0)M for

trait A and B, respectively. Fixing ω and changing the payoff values indeed only affects the ecological
dynamics since the impact itself on the evolutionary level is determined by ω and thus constant. Hence,
to implement weak selection on the ecological scale, i.e. breaking assumptions (ii) and (iii) from above,
we change the payoff entries keeping p∗1+p

∗
2 = 1 but violating p∗1p

∗
2 =

1
5 (Fig. 4 vertical axis). In a three

player game a necessary condition for observing two internal fixed points is having two sign changes in
ai − bi [HMND06, GT10, HTG12]. Since the matrix that we use is symmetric in the magnitude of the
difference, the fixed points are also symmetric and hence the first assumption is maintained whenever
the fixed points exist. The magnitude of the difference affects how close we get to satisfying the second
assumption. Thus we modify only two payoff entries in the matrix, as shown on the y-axis in Fig. 3.
The payoff matrix at y = 0 satisfies the condition p∗1p

∗
2 = 1

5 perfectly. As we increase the value of the
highlighted payoff entries, the fixed points move closer to the edge in frequency space pwith p∗1p

∗
2 <

1
5 .
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Figure 3: Weak selection(s). Typically in evolutionary games, scaling the payoffs (by the
selection intensity) does not change the deterministic dynamics. Thus across the x-axis the
replicator dynamics Eq. (1) can be visualized, see right column. A positive value (blue) de-
termines that trait A is favoured over trait B and vice versa for negative values (red). In our
setting the intensity of selection plays a major role (x-axis). For weaker selection, the mag-
nitudes of the positive and negative values are extremely small, tending towards neutrality.
Taking population dynamics into account, another way of introducing weak selection is when
the payoff entries are close to our “benchmark” model (y-axis). If we increase the difference
between the payoffs, we change the dynamics of the game and the fixed points of the (eco-
logical) system, thus also affecting the regions where the theory is applicable (p∗1p

∗
2 = 0.2).

One unit of change on the y-axis corresponds to a change of 0.05 in the highlighted payoffs.
As the payoffs change the fixed points move symmetrically towards each other (for a negative
change) and away from each other (for a positive change). The insets show fixation probabil-
ities of the stated payoff matrices and shown ω values as in Fig. 2. The simulations, depicted
as dots, were averaged over 105 realizations. For the cases where the fixed points become
imaginary (bottom line, mid and right inset), the product of the fixed points is the sum of the
products of the real and imaginary parts.

For a decreasing value of the entries we have the fixed points colliding and eventually annihilating each
other with p∗1p

∗
2 >

1
5 . In case of vanishing fixed points, they become imaginary and their product is

given by the sum of the products of real and imaginary parts.
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Figure 4: Studying weak selection. As we change the payoff entries in steps of 0.05× y we
are changing the fixed points such that p∗1 + p∗2 = 1 still holds but the condition of p∗1p

∗
2 = 0.2

is not necessarily met (y-axis). In contrast we can modify ω which keeps the fixed points
of the replicator dynamics constant but alters the fixed points of the corresponding Lotka-
Volterra model. It does so by varying the interaction strength between the strategies (x-axis).
As we change these two selection intensities, the expected theoretical performance under a
strict separation of the variables p and z is illustrated in the left panel as the magnitude by
which the condition p∗1p

∗
2 = 0.2 is violated. Gillespie simulations, starting at different initial

fractions of A individuals (0.1, 0.2, . . . , 0.9) were performed and the fixation probabilities
were calculated over 105 realizations. The total initial population size was set to 200 with
M = 100, β = 0.6, δ = 0.1 resulting in ψ ≈ 5.85. We calculate the mean standard deviation
between the simulation results and the expectation from Eq. (5). The right panel is a heat map
of such deviations from the expectation for different ω and different matrix configurations. We
see that the deviation is the least where the violation of p∗1p

∗
2 = 0.2 is the least.

Interestingly, for large selection intensities ω, the goodness of fit is non-monotonic for stronger de-
viations of condition (iii) (last column in Fig. 4). The discrepancy that we see for high ω and negative
y-axis values can be attributed to ecological shifts of the equilibria. In the region of the discrepancy,
the theory estimates the fixation probability still in the shape of the replicator dynamics, which is a
gross underestimate (for example ω = 100.5 and distance = 0 in Fig. 3.) As the distance decreases
further, the replicator dynamics and the fixation probability both, increase above neutrality, reducing
the standard deviation from the simulation results (ω = 100.5 and distance = −5). No such discrepancy
exists for positive y values since the simulations are progressively overestimated while maintaining the
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qualitative picture (ω = 100.5 and distance = 5).

Overall, our analysis shows that the approximation provides a good fit in case all the assumptions
are satisfied. Varying the payoff values has a large impact on the location of the ecological equilibria
causing the prediction to deviate from the simulated data. On the other hand changing values for ω
controls the effect the competition rates have, i.e. for ω = 0 the payoffs do not affect the model
dynamics while for larger ω, the interaction rates have a large impact on the system. Hence, one should
think of a nested selection characterization (evolutionary impact regulating the ecological variance)
rather than two distinct variables acting on different scales. This entanglement is also highlighted in
Figure 4 where the left heat map shows the expected outcome under a clean scale separation while
the right heat map, comparing the actual simulation results to the prediction illustrates a complex
interaction between the ecological and evolutionary scale.

3.4 Population dynamics of collective action

We now extend the analytical calculations to a particular example of multiplayer game. The evolu-
tionary dynamics of collective action is an extremely well studied topic in the social sciences [Ost90,
OBF+99]. How social structures overcome the tragedy of the commons is a recurring theme in this
field [Har68, Sky03]. The tragedy of the commons is a case where the defectors benefit at a cost to
the cooperators. However the tragedy is relaxed if a part of the benefit can be recovered by the acting
cooperator. This negative frequency dependence is the essence of the snowdrift game [DHK04]. It has
been proposed that the snowdrift game might better reflect human social dilemmas than the otherwise
famous Prisoner’s Dilemma [KCF+07]. Also biological observations like phenotypic heterogeneity, a
well established phenomena in microbes, can be a result of snowdrift like, negative frequency depen-
dent dynamics [HAG16].

3.4.1 (Multiplayer) Snowdrift game

The metaphor (for d players) states that d drivers meet at an intersection where a snowdrift has occurred
and need to clear the snow in order to go home. If k drivers shovel they receive b − c/k (c being the
cost of cooperating) while defectors get home for free, obtaining the pure benefit b. We are interested
in further realistic cases where a certain threshold number of cooperators is needed to clear the street
[SPS09]. Hence if θ is the threshold number of cooperators necessary to generate the benefit, then
for k < θ the efforts of the cooperators go waste (0 − c/θ) while defectors receive nothing. This
assumes that when the number of cooperators is less than the threshold value, cooperators still try to
“give their best” as in [SPS09]. Once the number of cooperators is more than or equal to θ, the road
is cleared. Cooperators, having paid the cost, get b − c/k while defectors receive b. If the number of
other cooperators is θ − 1 then it is profitable to be a cooperator, fill the quorum, and reap the benefit
b − c/θ as opposed to defect and end up with nothing. This concept of threshold public goods games
is applicable not just in humans but in other species as well [Sta92, AN02, Lyo07, AMFC12].
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Figure 5: Fixation probabilities in a snowdrift game. The graph (on the left) shows the
evolutionary dynamics as per the replicator equation for a 20 player game with different num-
ber of threshold snowdrift game scenarios (θ = 1, 5, 10, 15 and 20), benefit b = 1.5 and cost
c = 1. For each case we calculate the corresponding fixation probability using Eq. (8) (right
panel) for M = 100, β = 0.6, δ = 0.1, initial total population size of 200, weak selection
ω = 10−0.5 and ψ ≈ 0.53 (even though the parameters do not satisfy the assumptions on the
separation of the scales). Comparing the structure of the fixation probability we see that it
follows the gradient of selection qualitatively.

Excluding finite populations precludes the possibility of observing ecologically relevant events
such as extinctions. Population dynamics in social dilemmas have been considered before via deter-
ministic dynamics [HHD06, GH16]. In a stochastic system as ours, the fixed points p∗i for a multiplayer
game in the eco-evolutionary space (p, z) can be calculated in a similar way as in the three player game
from above, see also B.3. In general for any d−player game the fixation probability can then be ap-
proximated by (details are stated in B.3)

ϕ(p, z) ≈ p+ ωp(1− p)(−1)d−1
(
d−1∑

i=0

(−1)i
(
d− 1

i

)
(ai − bi)

)(
d−1∏

i=1

(p− p∗i )
)
ψ(z), (8)

where ψ(z) is again given as the solution of a certain partial differential equation. We note that Eq. (8)
reduces to the already obtained fixation probabilities in the cases d = 2, see [CT18, Theorem 1], and
d = 3, see Eq. (5). The main features of the fixation probability are the same as in the cases with less
players (intersections with the neutral fixation probability at internal equilibria, qualitative agreement
with the replicator dynamics, i.e. ϕ(p, z) − p > 0 whenever dx

dt

∣∣
x=p

> 0). Exceptionally, the general
approximation makes clear that the internal (and meaningful) fixed points determine the evolutionary
success together with the other solutions of the corresponding deterministic model.

Despite uncertainties about the exact conditions for the approximation in (8) to be valid, it still
captures the qualitative behaviour of the fixation probability of the system, reflecting the replicator
dynamics (Fig. 5).
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Figure 6: Snowdrift under selection. The threshold snowdrift game can have two internal
equilibria (x∗1,2) depending on the value of θ. In a finite population fixation occurs in either
allC (blue, p∗ = 1) or allD (red, p∗ = 0). For weak selection the effect of the selection
gradient is minimal and genetic drift plays a dominant role resulting in fixation probabilities
close to neutral. As selection increases, the stable fixed point (filled circle), close to allC,
attracts more trajectories which increases the probability of fixing in that state. However, for
extremely strong selection the stable point is strongly attracting and fixation is again explained
by random drift. Either the population fixes in the allC state or it overcomes the unstable point
(empty circle) and then selection drives the population to allD. We performed 105 Gillespie
simulations for M = 100 and a 20 player snowdrift game with an initial population of 200,
b = 1.5, c = 1, β = 0.6, δ = 0.1, and 1 + ω(matrix) mapping for different intensities of
selection with ω = 10−1.0, . . . , 100.5. The bar charts show the probability of a trajectory fixing
in allC (blue) or allD (red).

Varying the threshold number of necessary cooperators (θ) in a snowdrift game with d = 20 players
we change the location of the two internal fixed points in the replicator dynamics [SPS09] (see left panel
in Fig. 5). Setting θ = 10 and starting with equal numbers of cooperators and defectors, we estimate
the fixation probability from stochastic simulations while varying ω (Fig. 6). For weak selection the
trajectories almost randomly fix in either allC or allD. As selection increases, the distance between the
two fixed points starts to matter. For example, for ω = 100.1 the fixed points within the relevant space
are p∗1,2 = {0.405328, 0.708458}. It is closer for the trajectories to go from p∗1 to the stable fixed point
p∗2 (and thus to allC) than to allD, hence increasing the likelihood of reaching allC (see intermediate
ω in Fig. 6). Interestingly, for the results with strong selection stochastic drift may be an explanation.
We find that the hitting probability of a Brownian motion gives a very accurate approximation of the
fixation probability in case of strong selection, see B.5 for details.
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4 Discussion
In co-evolutionary systems, populations are repeatedly subjected to changes in population sizes. Typi-
cal host-parasite systems undergo periodic cycles, where the population sizes are actively regulated by
the antagonist. Early on, it was shown how the population size of the azuki bean weevil was affected
by its parasitoid wasp [Uti57]. However the drastic population size change can affect other important
evolutionary properties such as genetic diversity and evolutionary selection on traits [OW97, PQP10,
HSD+14].

Understanding the fixation behaviour of traits in complicated situations where multiple individ-
uals interact with each other is therefore relevant for understanding complex fixation patterns as for
instance observed in [SG13, ML15]. Providing analytical insight into these processes offers theo-
retical explanations for non-trivial fixation behaviour. Extending [CT18] we have derived the fixa-
tion probability of a new trait in a stochastic Lotka-Volterra-model including higher order dynamics.
These higher order interactions can be interpreted in terms of multiplayer games from evolutionary
game theory or, as recently done in [MCA18] as mutualistic interactions. We explicitly deal with
finite, fluctuating population sizes which are, for example, important in the context of co-evolution
[Zee95, GPTS13, PK09, SGP+15]. While constant or infinite population size is captured by birth-
death processes and the replicator equation, we apply stochastic diffusion theory to tackle demographic
fluctuations.

Going from two player to three player interactions might seem like a minor extension but often, two
body interactions are a special case. The extension to multiple players indeed helps us to see a general
outline of the assumptions underlying the theory. While two player games required the internal fixed
point to be at p∗ = 1

2 , the conditions for higher order games clarify that in fact the requirement is that
the fitness of the strategies over the complete frequency space needs to be balanced. More precisely,
conditions (ii) and (iii), i.e. p∗1+p

∗
2 = 1 and p∗1p

∗
2 =

1
5 , ensure that the selective advantage in the evolu-

tionary dynamics of the replicator equation vanishes when considered over the whole frequency space.
This linkage between the deterministic equilibria of Lotka-Volterra dynamics and the trait frequency
dynamics highlight the fact that the intertwined nature of ecological and evolutionary effects cannot
be entirely separated (see also Figures 3 and 4). Still, we are able to compute an explicit expression
for the fixation probability at the cost of being restricted to certain parameter sets. Applying different
techniques of scale separation, like for instance outlined in [PR17], could possibly help in extending
the accessible parameter range. However, this type of analysis is beyond the scope of our study.

Besides providing a generalisation of the fixation probability for multiplayer games in populations
of fluctuating size, we apply our analysis in the context of social evolution. Particularly we focus on
the threshold version of social dilemmas, resonating with the concept of quorum sensing in microbes.
Assuming that microbes play a two player game, i.e. linear interactions, is an assumption which can be
easily violated in general biological systems [ST78, LPF+15]. In terms of Lotka-Volterra dynamics,
this translates into including non-linear interaction terms. For typical predator prey dynamics, interac-
tions can be captured by Holling response which provides a functional form to the interactions [Hol59].
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However if the prey exhibits group defence or other forms of density depending modulation of the re-
sponse we need to take the non-linearity into account [FHM86]. We focus on the first step towards
this approach by studying a three player game. This small extension already results in mathematical
complications which are non-trivial to analyse. For a general multiplayer game, we show that it is not
easily possible to extrapolate the quantitative analysis of the fixation probability from the three player
case. The reason, again, is that the separation of scales for high dimensional interactions is complicated
to justify. We suspect that for a d player game, d− 1 different conditions would need to be satisfied.

Still, the replicator dynamics already allows us to estimate the qualitative structure of the fixation
probability (Fig. 5) when including Lotka-Volterra type interactions. This alignment of deterministic
and stochastic predictions is not a general rule as studies with fixed population sizes calculating fixation
probabilities show distinctly opposite qualitative behaviour. A well known example of this phenomena
is the one-third rule where a deterministically unfavourable trait can have a larger than neutral fixation
probability [NSTF04, OBN07].

5 Conclusion
In conclusion, we have brought together the concept of weak selection from population genetics, multi-
player games from evolutionary game theory and population dynamics from theoretical ecology. By the
synthesis of these fields, we have added new insight on the dynamics of fixation under demographic
fluctuations by extending the competitive Lotka-Volterra model to now include higher order interac-
tions between traits. The generality of our results comes from including higher order interactions but
they are restrictive when it comes to the evolutionary impact of trait differences. Conditions (i)-(iii)
only allow studying systems under weak selection in both, the evolutionary and the ecological, com-
ponents. We observe that by increasing the complexity of the model, the separation of ecological and
evolutionary processes becomes more and more difficult. For our specific purpose we find the influence
of eco-evolutionary feedbacks to be crucial. In general, this eco-evolutionary feedback can have fate-
ful impacts on the existence of communities of interacting species [PCS18]. The emergence of such
complexity in the intertwined nature of eco-evolutionary dynamics is a natural outcome of biological
processes derived from mechanistic first principles [DIS17]. Still, in the limit of weak selection, the
qualitative behaviour of the fixation process of a mutant trait is captured by the corresponding replicator
dynamics of evolutionary games yielding a clean separation of ecological and evolutionary scales.
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A The model and its diffusion approximation
We base our model on a stochastic competitive Lotka-Volterra system which can be derived from the
following microscopic reactions:

A
βA−−→ A+A, B

βB−−→ B +B,

A+ (A+A)
γa2−−→ A+A, B + (A+A)

γb2−−→ A+A,

A+ (A+B)
γa1−−→ A+B, B + (A+B)

γb1−−→ A+B, (9)

A+ (B +B)
γa0−−→ B +B, B + (B +B)

γb0−−→ B +B,

A
δA−→ ∅, B

δB−→ ∅,

The competition reaction rates take the form γki =
(
2
i

)
/(M2(1+ωki)), whereM is a scaling parameter

describing the size of the population in stationarity. The parameters ki are interpreted as entries of a
payoff matrix for a three player game, i.e.




AA AB BB

A a2 a1 a0

B b2 b1 b0


.

The binomial factor corrects according to the combinatorial possibilities of the corresponding interac-
tion as done in [MN04], i.e. it counts the possible combinations of encountering two individuals of
the types participating in the interaction. We note that this combinatorial correction is not the same as
the often assumed mass-action kinetics used in studying chemical reactions [Gil76, AK15]. However,
it can be translated into that classical setting by adjusting the corresponding reaction rates. Lastly, the
factor M2 is scaling the interaction rates such that in equilibrium the population indeed is of order
M . Thus, the reactions are proportional to the type densities rather than their absolute number as is
standard in Lotka-Volterra dynamics.
We proceed by writing down the transition rates to go from a state n = (nA, nB) to another accessible
state. These rates read

T (nA + 1, nB|n) = βAnA,

T (nA, nB + 1|n) = βBnB,

T (nA − 1, nB|n) = γa2nA(nA − 1)(nA − 2) + 2γa1nAnB(nA − 1)

+γa0nAnB(nB − 1) + δAnA,

T (nA, nB − 1|n) = γb2nBnA(nA − 1) + 2γb1nBnA(nB − 1)

+γb0nB(nB − 1)(nB − 2) + δBnB.

Using these rates we write down the infinitesimal change of the stochastic system. In mathematical
terms this is the infinitesimal generator G of the Markov process corresponding to the microscopic
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reactions in (9). Thus, for a twice differentiable function f we find (just considering the reactions
affecting type A)

(Gf)(nA(t)) = lim
h→0

E[f(nA(t+ h))]− f(nA(t))
h

= βAnA[f(nA(t) + 1)− f(nA(t))]
+ nA(t) [δA + γa2(nA(t)− 1)(nA(t)− 2)

+γa1(nA(t)− 1)nB(t) + γa0nB(t)(nB(t)− 1)]

[f(nA(t)− 1)− f(nA(t))].

Setting xA(t) = nA(t)
M , expanding in terms of 1

M and neglecting terms of order higher than M−1 we
obtain

(Gf)(xA) =MβAxA

(
f

(
xA +

1

M

)
− f(xA)

)

+MxA

[
δA + γa2M

2

(
xA −

1

M

)(
xA −

2

M

)

+γa1M
2

(
xA −

1

M

)
xB + γa0M

2xB

(
xB −

1

M

)]

(
f

(
xA −

1

M

)
− f(xA)

)

≈ xA
(
βA − δA −

1

1 + ωa2
x2A −

2

1 + ωa1
xAxB −

1

1 + ωa0
x2B

)
∂f

∂x

+
1

2M
xA

(
βA + δA +

1

1 + ωa2
x2A +

2

1 + ωa1
xAxB +

1

1 + ωa0
x2B

)
∂2f

∂x2
.

Letting M tend to infinity we find the deterministic approximation, see [EK86, Theorem 4.8.2, Corol-
lary 4.8.6] or [Ace02] 19.25]kallenberg:book:2002:

dxA
dt

= xA

[
βA − δA −

1

1 + ωa2
x2A −

2

1 + ωa1
xBxA −

1

1 + ωa0
x2B

]
. (10)

Similarly for trait B we have

dxB
dt

= xB

[
βB − δB −

1

1 + ωb0
x2B −

2

1 + ωb1
xAxB −

1

1 + ωb2
x2A

]
. (11)

Additionally, we find that the infinitesimal generator of the whole system corresponds to a set of
stochastic differential equations given in equation (3) in the main text (cf. [Kal02, Chapter 21]).

For completeness we write down the infinitesimal generator corresponding to the two-dimensional
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stochastic differential equation:

(Gf)(xA, xB) = xA

(
βA − δA −

x2A
1 + ωa2

− 2xAxB
1 + ωa1

− x2B
1 + ωa0

)
∂f

∂xA

+ xB

(
βB − δB −

x2A
1 + ωb2

− 2xAxB
1 + ωb1

− x2B
1 + ωb0

)
∂f

∂xB

+
xA
2M

(
βA + δA +

x2A
1 + ωa2

+
2xAxB
1 + ωa1

+
x2B

1 + ωa0

)
∂2f

∂x2A

+
xB
2M

(
βB + δB +

x2A
1 + ωb2

+
2xAxB
1 + ωb1

+
x2B

1 + ωb0

)
∂2f

∂x2B
.

(12)

B Approximating the fixation probability
To get an approximation for the fixation probability of type A individuals we first transform the system
to the parameter space p = xA

xA+xB
, fraction of type A particles, and z = xA+ xB , the population size.

Additionally, setting βA = βB = β and δA = δB = δ the transformed generator is then given by

(G̃f)(p, z) = xA

(
β − δ − x2A

1 + ωa2
− 2xAxB

1 + ωa1
− x2B

1 + ωa0

)(
1− p
z

∂f

∂p
+
∂f

∂z

)

+ xB

(
β − δ − x2A

1 + ωb2
− 2xAxB

1 + ωb1
− x2B

1 + ωb0

)(
−p
z

∂f

∂p
+
∂f

∂z

)

+
1

2M
xA

(
β + δ +

x2A
1 + ωa2

+
2xAxB
1 + ωa1

+
x2B

1 + ωa0

)

×
(
−2(1− p)

z2
∂f

∂p
+

(1− p)2
z2

∂2f

∂p2
+

2(1− p)
z

∂2f

∂p∂z
+
∂2f

∂z2

)

+
1

2M
xB

(
β + δ +

x2A
1 + ωb2

+
2xAxB
1 + ωb1

+
x2B

1 + ωb0

)

×
(
2p

z2
∂f

∂p
+
p2

z2
∂2f

∂p2
− 2p

z

∂2f

∂p∂z
+
∂2f

∂z2

)

= p(1− p)z
(
z +

1

M

)(
p2

1 + ωb2
+

2p(1− p)
1 + ωb1

+
(1− p)2
1 + ωb0

− p2

1 + ωa2
− 2p(1− p)

1 + ωa1
− (1− p)2

1 + ωa0

)
∂f

∂p

+ z

[
β − δ − z2

(
p3

1 + ωa2
+

2p2(1− p)
1 + ωa1

+
p(1− p)2
1 + ωa0

+
(1− p)p2
1 + ωb2

+
2(1− p)2p
1 + ωb1

+
(1− p)3
1 + ωb0

)]
∂f

∂z

+
p(1− p)
2zM

[
β + δ + z2

(
p2(1− p)
1 + ωa2

+
2p(1− p)2
1 + ωa1

+
(1− p)3
1 + ωa0

+
p3

1 + ωb2
+

2(1− p)p2
1 + ωb1

+
(1− p)2p
1 + ωb0

)]
∂2f

∂p2

+
p(1− p)z2

M

(
p2

1 + ωa2
+

2p(1− p)
1 + ωa1

+
(1− p)2
1 + ωa0
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− p2

1 + ωb2
− 2p(1− p)

1 + ωb1
− (1− p)2

1 + ωb0

)
∂2f

∂p∂z

+
z

2M

[
β + δ + z2

(
p3

1 + ωa2
+

2p2(1− p)
1 + ωa1

+
p(1− p)2
1 + ωa0

+
p2(1− p)
1 + ωb2

+
2p(1− p)2
1 + ωb1

+
(1− p)3
1 + ωb0

)]
∂2f

∂z2
.

Again, as done in the previous section, we can derive the limit forM →∞ and obtain the deterministic
evolution of p and z which reads as

dp

dt
= p(1− p)z2

[
1

1 + ωb0
− 1

1 + ωa0

+2p

(
1

1 + ωb1
− 1

1 + ωb0
− 1

1 + ωa1
+

1

1 + ωa0

)
(13)

+p2
(

1

1 + ωb2
− 2

1 + ωb1
+

1

1 + ωb0

− 1

1 + ωa2
+

2

1 + ωa1
− 1

1 + ωa0

)]
,

dz

dt
= z

(
β − δ − z2

[
1

1 + ωb0

+p

(
1

1 + ωa0
+

2

1 + ωb1
− 3

1 + ωb0

)
(14)

+p2
(

2

1 + ωa1
− 2

1 + ωa0
+

1

1 + ωb2
− 4

1 + ωb1
+

3

1 + ωb0

)

+p3
(

1

1 + ωa2
− 2

1 + ωa1
+

1

1 + ωa0

− 1

1 + ωb2
+

2

1 + ωb1
− 1

1 + ωb0

)])
.

Solving for the fixed point in the frequency space p, i.e. dpdt = 0, we obtain the following fixed points:

p∗1,2 = −
1

1+ωb1
− 1

1+ωb0
− 1

1+ωa1
+ 1

1+ωa0
1

1+ωb2
− 2

1+ωb1
+ 1

1+ωb0
− 1

1+ωa2
+ 2

1+ωa1
− 1

1+ωa0

±
(( 1

1+ωb1
− 1

1+ωb0
− 1

1+ωa1
+ 1

1+ωa0
1

1+ωb2
− 2

1+ωb1
+ 1

1+ωb0
− 1

1+ωa2
+ 2

1+ωa1
− 1

1+ωa0

)2

+
1

1+ωa0
− 1

1+ωb0
1

1+ωb2
− 2

1+ωb1
+ 1

1+ωb0
− 1

1+ωa2
+ 2

1+ωa1
− 1

1+ωa0

)1/2

(15)

In a next step we assume weak selection, i.e. ω � 1 which means that the payoffs only have a
small impact on the overall evolution of the model. This allows us to simplify the generator and we
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find

(G̃f)(p, z) ≈ p(1− p)z
(
z +

1

M

)
ω [a0 − b0 + 2p (b0 − b1 + a1 − a0)

+p2 (2b1 − b2 − b0 + a2 − 2a1 + a0)
] ∂f
∂p

+ z
(
β − δ − z2 [1− ωb0 + ωp (3b0 − 2b1 − a0)

+ωp2 (2a0 − 2a1 + 4b1 − b2 − 3b0)

+ωp3 (2a1 − a2 − a0 + b2 − 2b1 + b0)
]) ∂f
∂z

+
p(1− p)
2zM

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)

+p3 (a2 − 2a1 + a0 − b2 + 2b1 − b0)
]) ∂2f
∂p2

+
p(1− p)z2

M
ω [b0 − a0 + 2p (b0 − b1 + a1 − a0)

+p2 (2b1 − b2 − b0 + a2 − 2a1 + a0)
] ∂2f
∂p∂z

+
z

2M

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)

+p3 (a2 − 2a1 + a0 − b2 + 2b1 − b0)
]) ∂2f
∂z2

.

(16)

Using the same techniques as developed in [Lam06] and refined for this setting in [CT18, Appendix
B, C, D] we find the following approximation for the fixation probability:

ϕ(p, z) ≈ p+ ωp(1− p)(p− p∗1)(p− p∗2) (2b1 − b2 − b0 + a2 − 2a1 + a0)ψ(z), (17)

where in the limit of weak selection the internal equilibria p∗1,2 are given by (see also equation (15))

p∗1,2 ≈ −
b0 − b1 + a1 − a0

2b1 − b2 − b0 + a2 − 2a1 + a0

±
√(

b0 − b1 + a1 − a0
2b1 − b2 − b0 + a2 − 2a1 + a0

)2

+
b0 − a0

2b1 − b2 − b0 + a2 − 2a1 + a0
,

(18)

To see that the formula for the fixation probability holds we plug in ϕ into G̃. Setting G̃ϕ = 0 and
simplifying we end up with an equation for ψ(z):

0 = z

(
z +

1

M

)
+ z

(
β − δ − z2

)
ψ′(z) +

1

2zM

(
β + δ + z2

)
χ(p, p∗1, p

∗
2)ψ(z)

+
z

2M

(
β + δ + z2

)
ψ′′(z),

(19)

where

χ(p, p∗1, p
∗
2) =

−2(p∗1 + p∗2 + p∗1p
∗
2) + 6p(1 + p∗1 + p∗2)− 12p2

(p− p∗1)(p− p∗2)
.
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For the method to work it is important that ψ depends only on the total population size z. Hence, for ψ
to be independent of the frequency of mutants p, we need χ = constant which can be derived from

χ(p, p∗1, p
∗
2) =

−2(p∗1 + p∗2 + p∗1p
∗
2) + 6p(1 + p∗1 + p∗2)− 12p2

(p− p∗1)(p− p∗2)

=
−12p2 + 12p(p∗1 + p∗2)− 12p∗1p

∗
2 − 2(p∗1 + p∗2 − 5p∗1p

∗
2) + 6p(1− p∗1 − p∗2)

(p− p∗1)(p− p∗2)

=
−12(p− p∗1)(p− p∗2)− 2(p∗1 + p∗2 − 5p∗1p

∗
2) + 6p(1− p∗1 − p∗2)

(p− p∗1)(p− p∗2)

= −12 + −2(p
∗
1 + p∗2 − 5p∗1p

∗
2) + 6p(1− p∗1 − p∗2)

(p− p∗1)(p− p∗2)
.

For the second term to vanish (or at least to be negligible) we find the following conditions for the fixed
points:

p∗1 + p∗2 ≈ 1 and p∗1p
∗
2 ≈

1

5
,

which in the end gives χ(p, p∗1, p
∗
2) ≈ −12. Inserting this into equation (19) yields

0 = z

(
z +

1

M

)
+ z

(
β − δ − z2

)
ψ′(z)− 6

zM

(
β + δ + z2

)
ψ(z)

+
z

2M

(
β + δ + 2z2

)
ψ′′(z).

(20)

B.1 One interior fixed point

In this section we assume that the payoff matrix allows for one internal equilibrium close to 1/2 and
further satisfies

2b1 − b2 − b0 + a2 − 2a1 + a0 = 0.

Inserting this into equation (16) we find

(G̃f)(p, z) ≈ p(1− p)z
(
z +

1

M

)
ω [a0 − b0 + 2p (b0 − b1 + a1 − a0)]

∂f

∂p

+ z
(
β − δ − z2 [1− ωb0 + ωp (3b0 − 2b1 − a0)

+ωp2 (2a0 − 2a1 + 4b1 − b2 − 3b0)
]) ∂f
∂z

+
p(1− p)
2zM

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)
]) ∂2f
∂p2

+
p(1− p)z2

M
ω [b0 − a0 + 2p (b0 − b1 + a1 − a0)]

∂2f

∂p∂z

+
z

2M

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)
]) ∂2f
∂z2

.
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Setting

p∗ =
b0 − a0

2(b0 − b1 + a1 − a0)
,

we find that for ω � 1 the equality (G̃ϕ1)(p, z) = 0 is satisfied for

ϕ1(p, z) = p+ ωp(1− p)
(
1− p

p∗

)
(a0 − b0)ψ(z) +O(ω2),

with ψ(z) solving

0 = z

(
z +

1

M

)
+ z(β − δ − z2)ψ′(z)− 3

zM
(β + δ + z2)ψ(z) +

z

2M
(β + δ + z2)ψ′′(z). (21)

B.2 No interior fixed point

In this section we assume that either ai > bi or bi > ai for all i = 0, 1, 2. This implies that there is
no internal fixed point in the associated Lotka-Volterra system, i.e. one of the two strains is strictly
dominating. We first rewrite equation (16) as follows

(G̃f)(p, z) ≈ p(1− p)z
(
z +

1

M

)
ω(a0 − b0)

[
1 + 2p

b0 − b1 + a1 − a0
a0 − b0

+p2
2b1 − b2 − b0 + a2 − 2a1 + a0

a0 − b0

]
∂f

∂p

+ z
(
β − δ − z2 [1− ωb0 + ωp (3b0 − 2b1 − a0)

+ωp2 (2a0 − 2a1 + 4b1 − b2 − 3b0)

+ωp3 (2a1 − a2 − a0 + b2 − 2b1 + b0)
]) ∂f
∂z

+
p(1− p)
2zM

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)

+p3 (a2 − 2a1 + a0 − b2 + 2b1 − b0)
]) ∂2f
∂p2

+
p(1− p)z2

M
ω [b0 − a0 + 2p (b0 − b1 + a1 − a0)

+p2 (2b1 − b2 − b0 + a2 − 2a1 + a0)
] ∂2f
∂p∂z

+
z

2M

(
β + δ + z2 + ωz2 [−a0 + p (3a0 − 2a1 − b0)

+p2 (4a1 − a2 − 3a0 + 2b0 − 2b1)

+p3 (a2 − 2a1 + a0 − b2 + 2b1 − b0)
]) ∂2f
∂z2

.

Further assuming that the fractions b0−b1+a1−a0
a0−b0 and 2b1−b2−b0+a2−2a1+a0

a0−b0 are close to 0, i.e. the prod-
uct with ω is negligible, we find that

ϕ0(p, z) = p+ ωp(1− p)(a0 − b0)ψ(z) +O(ω2)
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solves (G̃ϕ0)(p, z) = 0 with ψ(z) solving

0 = z

(
z +

1

M

)
+ z(β − δ − z2)ψ′(z)− 1

zM
(β + δ + z2)ψ(z) +

z

2M
(β + δ + z2)ψ′′(z). (22)

B.3 Extension to d players

We now extend the formalism to the general setting with d−players and two strategies. The payoff
matrix is then given by (

ad−1 · · · a0

bd−1 · · · b0

)
.

The death rates due to competition need to change accordingly, i.e. a death of a type A particle occur-
ring due to the interaction with k − 1 type A and d− k type B individuals is given by

γak−1
=

(
d− 1

k

)
xk−1A xd−kB

Md−1(1 + ωak−1)
.

Instead of scaling these interactions with 1/M2 we need the scaling 1/Md−1 in order to obtain a
reasonable diffusion limit. Performing the same steps as in the three player case we end up with the
following stochastic differential equations:

dxA(t) = xA

(
βA − δA −

d−1∑

i=0

(
d− 1

i

)
xiAx

d−1−i
B

1 + ωai

)
dt

+
1√
M

√√√√(βA + δA)xA + xA

d−1∑

i=0

(
d− 1

i

)
xiAx

d−1−i
B

1 + ωai
dW1(t),

dxB(t) = xB

(
βB − δB −

d−1∑

i=0

(
d− 1

i

)
xiAx

d−1−i
B

1 + ωbi

)
dt

+
1√
M

√√√√(βB + δB)xB + xB

d−1∑

i=0

(
d− 1

i

)
xiAx

d−1−i
B

1 + ωbi
dW2(t).

(23)
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The transformed generator, i.e. in terms of p and z, can again be derived analogously to the three player
scenario and reads:

(G̃f)(p, z) = p(1− p)zd−2
(
z +

1

M

)
×
[
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi

−
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai

]
∂f

∂p

+ z

(
β − δ − zd−1 ×

[
p
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai

+(1− p)
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi

])
∂f

∂z

+
p(1− p)
2zM

(
β + δ + zd−1 ×

[
(1− p)

d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai

+p

d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi

])
∂2f

∂p2

+
p(1− p)zd−1

M

[
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai

−
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi

]
∂2f

∂p∂z

+
z

2M

(
β + δ + zd−1 ×

[
p

d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai

+(1− p)
d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi

])
∂2f

∂z2
.

The solution to G̃ϕ = 0 for ω � 1 can be approximated by

ϕ(p, z) ≈ p+ ω(−1)d−1
(
d−1∑

i=0

(−1)i
(
d− 1

i

)
(ai − bi)

)
p(1− p)

d−1∏

i=1

(p− p∗i )ψ(z), (24)

where p∗i are the roots of

d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωbi
−

d−1∑

i=0

(
d− 1

i

)
pi(1− p)d−1−i

1 + ωai
= 0. (25)

This can be seen by plugging in the resulting approximation of ϕ into G̃. Along the way one needs to
see that

∑d−1
i=0 (−1)i

(
d−1
i

)
= 0 which can be proved by induction. Then the remaining equation that ψ
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needs to satisfy is given by

0 = zd−2
(
z +

1

M

)
+ z

(
β − δ − zd−1

)
ψ′(z)

+
1

2zM

(
β + δ + zd−1

)
χ(p, p∗1, ..., p

∗
d−1)ψ(z)

+
z

2M

(
β + δ + zd−1

)
ψ′′(z),

(26)

where

χ(p, p∗1, ..., p
∗
d−1) =

1
∏d−1
i=1 (p− p∗i )


2(1− 2p)

d−1∑

i=1

∏

j 6=i
(p− p∗j )

+p(1− p)
d−1∑

i=1

∑

j 6=i

∏

k 6=i,j
(p− p∗k)− 2

d−1∏

i=1

(p− p∗i )


 .

(27)

For χ to be independent of p this formula gives conditions on the location of the fixed points p∗i such
that the above approximation of the fixation probability, i.e. the separation of the p and z coordinates,
is valid. However, the general form of this condition is beyond the scope of our analysis.

Following the same reasoning as above (before equation (20)) and just gathering the terms of order
pd−1 we get

χ(p, p∗1, p
∗
2) ≈ −4p

d−1∑

i=1

∏

j 6=i
p− p2

d−1∑

i=1

∑

j 6=i

∏

k 6=i,j
p− 2p−d−1 +O(p, p∗1, ..., p

∗
d−1)

= −4(d− 1)pd−1 − (d− 1)(d− 2)pd−1 − 2pd−1 +O(p, p∗1, ..., p
∗
d−1)

= −d2 − d+O(p, p∗1, ..., p
∗
d−1).

Assuming χ to be independent of p would then give the following differential equation for ψ(z):

0 = zd−2
(
z +

1

M

)
+ z

(
β − δ − zd−1

)
ψ′(z)

− d(d+ 1)

2zM

(
β + δ + zd−1

)
ψ(z) +

z

2M

(
β + δ + zd−1

)
ψ′′(z).

(28)

B.4 Numerical evaluation of ψ

To calculate values of ψ we numerically evaluate, dependent on the number of players and the number
of internal equilibria, equation (20), (21), (22) or (28), respectively. We use the predefined function
“solve bvp” from the scipy.integrate library in Python, [JOP+ ]. We need to provide bound-
ary values for the algorithm to work with. In particular we evaluate ψ in the interval [10−4, 10] with
boundary values ψ(10−4) = 10−4 and ψ(10) = ln(10). The concrete choice of the boundary val-
ues is not relevant since the method is quite robust. For instance, we tested for different values of
ψ(10−4) ∈ [10−8, 0.1] and all solutions gave the same values for z = 2. The same applies to the
boundary value ψ(10). For a more thorough analysis of ψ we refer to [CT18, Appendices E,F].
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Figure 7: Comparison between weak and strong selection. Re-evaluating the findings from
Figure 6 (where the initial condition was set to p0 = 0.5) we now consider p0 = p∗2 (filled
circle). The deterministic behaviour of the system is visualized in the left panel. By varying
the selection intensity ω we also alter the location of the deterministic fixed points. For weak
selection the effect of the selection gradient is minimal and drift plays a dominant role and
hence the fixation probabilities are close to neutral (dashed lines in the right panel). As selec-
tion increases, the stable fixed point, close to all C, attracts and holds most of the trajectories.
This is why we describe the escape dynamics of the attractor region by a Brownian motion,
leading to equation (29). These values are shown as solid lines in the right panel. They are
indeed approaching the simulation results for stronger selection intensities. In these cases
the trajectories either hit the monomorphic C state or overcome the unstable equilibrium p∗1
(empty circle) and end in the monomorphic D state. We have performed 105 Gillespie simula-
tions for M = 100 and a 20 player snowdrift game with an initial population of 200, b = 1.5,
c = 1, β = 0.6, δ = 0.1, ψ ≈ 0.53 and 1 + ω(matrix) mapping for different intensities of
selection. The bar charts show the probability of a trajectory fixing in either allC (blue) or
allD (red). All simulations were executed until one of the types fixed. The selection intensity
ranges as ω = 10−1.0, . . . , 100.5.

B.5 Fixation probability under strong selection

We provide an approximation of the fixation probability in the d-player eco-evolutionary model in case
of the snowdrift game dynamics (for details see the main text, Section 3.4). As in Figure 6 in the main
text, we vary the selection intensity ω and analyse the fixation behaviour of the cooperative trait. The
dynamics allows for two internal fixed points p∗1 < p∗2 where p∗1 is locally unstable and p∗2 is locally
stable.

Deviating from the main text, we start the simulations in the close vicinity of the fixed point p∗2.
Weak selection then predicts fixation probabilities close to the initial frequency of cooperative individ-
uals, i.e. ϕweak ≈ p∗2. As we see in Figure 7 this is a good approximation for the simulation outcome
until some intermediate value of ω.
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For very strong selection we argue that the system is dominated by the replicator dynamics. Hence,
trajectories stay close to p∗2 for a long time and randomly fluctuate around this stable equilibrium. The
fixation probability is then given by the escape probability of the attracting domain at the boundary
p = 1 which can be calculated by stochastic diffusion theory (see for instance [Ewe04, Chapter 4], i.e.

ϕstrong =
1− p∗2
1− p∗1

. (29)

For the strongest considered selection intensity this exactly fits the simulation result (right-most value
in the right subfigure of Figure 7) supporting our heuristic reasoning in the main text.

This has an intriguing implication – both weak and strong selection can be explained by random
drift. Still there is a difference since in the weak selection limit the replicator dynamics is close to
neutral, i.e. the stability of the fixed points just has a minor impact on the dynamical behaviour. Hence,
the fixation process can be described by a Brownian motion over the whole frequency space resulting
in a fixation probability close to the initial frequency. For strong selection however, the deterministic
dynamics defines the trajectories of the individual based model. Thus, in this case the escape behaviour
out of the attractor region of the stable fixed point is described by a Brownian motion yielding the
approximation obtained in equation (29).

References
[Ace02] Daron Acemoglu. Technical change, inequality, and the labor market. Journal of Eco-

nomic Literature, 40(1):7–72, March 2002.

[AK15] D. Anderson and T. G. Kurtz. Stochastic Analysis of Biochemical Systems. Springer,
2015.

[AMFC12] Coren L Apicella, Frank W Marlowe, James H Fowler, and Nicholas A Christakis. Social
networks and cooperation in hunter-gatherers. Nature, 481:497–501, 2012.

[AN02] M. S. Alvard and D. A. Nolin. Rousseau’s Whale Hunt? Coordination among Big-Game
Hunters. Current Anthropolpgy, 43(4):533–559, 2002.

[ASF+08] Martin Ackermann, Bärbel Stecher, Nikki E Freed, Pascal Songhet, Wolf-Dietrich Hardt,
and Michael Doebeli. Self-destructive cooperation mediated by phenotypic noise. Na-
ture, 454(7207):987–990, 2008.

[ASGG17] Peter Ashcroft, Cassandra E.R. Smith, Matthew Garrod, and Tobias Galla. Effects of
population growth on the success of invading mutants. Journal of Theoretical Biology,
420:232–240, 5 2017.

[CK70] J. F. Crow and M. Kimura. An Introduction to Population Genetics Theory. Harper and
Row, New York, 1970.

30

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[CL07] Nicolas Champagnat and Amaury Lambert. Evolution of discrete populations and the
canonical diffusion of adaptive dynamics. The Annals of Applied Probability, 17(1):102–
155, 2007.

[CM15] G. W. A. Constable and Alan McKane. Models of genetic drift as limiting forms of the
lotka-volterra competition model. Physical Review Letters, 114:038101, 2015.

[CRL10] John S Chuang, Olivier Rivoire, and Stanislas S Leibler. Cooperation and Hamilton’s
rule in a simple synthetic microbial system. Molecular systems biology, 6(1):398, 2010.

[CT18] P. Czuppon and A. Traulsen. Fixation probabilities in populations under demographic
fluctuations. Journal of Mathematical Biology, in press 2018.

[DHK04] M. Doebeli, C. Hauert, and T. Killingback. The evolutionary origin of cooperators and
defectors. Science, 306(5697):859–62, Oct 2004.

[DIS17] Michael Doebeli, Yaroslav Ispolatov, and Burt Simon. Towards a mechanistic foundation
of evolutionary theory. eLife, 6:e23804, 2017.

[DNS+14] Knut Drescher, Carey D Nadell, Howard A Stone, Ned S Wingreen, and Bonnie L
Bassler. Solutions to the Public Goods Dilemma in Bacterial Biofilms. Current Biol-
ogy, 24(1):50–55, 2014.

[EK86] Stewart N. Ethier and Thomas G. Kurtz. Markov processes: characterization and con-
vergence. Wiley series in probability and mathematical statistics. J. Wiley & Sons, New
York, Chichester, 1986.

[Ewe67] W. J. Ewens. The probability of survival of a new mutant in a fluctuating enviroment.
Heredity, 22:438–443, 1967.

[Ewe04] W. J. Ewens. Mathematical Population Genetics. I. Theoretical Introduction. Springer,
New York, 2004.

[FAF98] G. Fogel, P. Andrews, and D. Fogel. On the instability of evolutionary stable strategies
in small populations. Ecological Modelling, 109:283–294, 1998.

[FHM86] Koichi Fujii, C S Holling, and P M Mace. A simple generalized model of attack by
predators and parasites. Ecological Research, 1(2):141–156, 1986.

[Fis22] R. A. Fisher. On the dominance ratio. Proceedings of the Royal Society of Edinburgh,
42:321–341, 1922.

[FSB16] Jens Frickel, Michael Sieber, and Lutz Becks. Eco-evolutionary dynamics in a coevolv-
ing host–virus system. Ecology Letters, 19(4):450–459, 2016.

[Gar04] C. W. Gardiner. Handbook of Stochastic Methods. Springer, NY, third edition, 2004.

31

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[GH16] Chaitanya S Gokhale and Christoph Hauert. Eco-evolutionary dynamics of social dilem-
mas. Theoretical Population Biology, 111:28–42, 2016.

[Gil76] DT Gillespie. A general method for numerically simulating the stochastic time evolution
of coupled chemical reactions. Journal of Computational Physics, 22:403–434, 1976.

[GPTS13] C. S. Gokhale, A. Papkou, A. Traulsen, and H. Schulenburg. Lotka-Volterra dynamics
kills the Red Queen: population size fluctuations and associated stochasticity dramati-
cally change host-parasite coevolution. BMC Evolutionary Biology, 13:254, 2013.

[GRD74] N.S. Goel and N. Richter-Dyn. Stochastic Models in Biology. Academic Press, New
York, 1974.

[GT10] C. S. Gokhale and A. Traulsen. Evolutionary games in the multiverse. Proceedings of
the National Academy of Sciences USA, 107:5500–5504, 2010.

[HA09] Koh Hashimoto and Kazuyuki Aihara. Fixation probabilities in evolutionary game dy-
namics with a two-strategy game in finite diploid populations. Journal of Theoretical
Biology, 258, 2009.

[HACB16] J. Haafke, M. Abou Chakra, and L. Becks. Eco-evolutionary feedback promotes red
queen dynamics and selects for sex in predator populations. Evolution, 70:641–652,
2016.

[HAG16] David Healey, Kevin Axelrod, and Jeff Gore. Negative frequency-dependent interac-
tions can underlie phenotypic heterogeneity in a clonal microbial population. Molecular
systems biology, 12(8), 2016.

[Hal27] J. B. S. Haldane. A mathematical theory of natural and artificial selection. Part V: Selec-
tion and mutation. Proceedings of the Cambridge Philosophical Society, 23:838–844,
1927.

[Har68] G. Hardin. The tragedy of the commons. Science, 162:1243–1248, 1968.

[HHD06] C. Hauert, M. Holmes, and M. Doebeli. Evolutionary games and population dynamics:
maintenance of cooperation in public goods games. Proceedings of the Royal Society B,
273:2565–2570, 2006.

[HHT15] Weini Huang, Christoph Hauert, and A Traulsen. Stochastic game dynamics under de-
mographic fluctuations. Proceedings of the National Academy of Sciences of the United
States of America, 112:9064–9069, 2015.

[HMND06] C. Hauert, F. Michor, M. A. Nowak, and M. Doebeli. Synergy and discounting of coop-
eration in social dilemmas. Journal of Theoretical Biology, 239:195–202, 2006.

32

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[Hol59] C S Holling. Some characteristics of simple types of predation and parasitism. The
Canadian Entomologist, 1959.

[HS98] J. Hofbauer and K. Sigmund. Evolutionary Games and Population Dynamics. Cam-
bridge University Press, Cambridge, UK, 1998.

[HSD+14] Joseph I Hoffman, Fraser Simpson, Patrice David, Jolianne M Rijks, Thijs Kuiken,
Michael A S Thorne, Robert C Lacy, and Kanchon K Dasmahapatra. High-throughput
sequencing reveals inbreeding depression in a natural population. Proceedings of the Na-
tional Academy of Sciences of the United States of America, 111(10):3775–3780, 2014.

[HTG12] T. A. Han, A. Traulsen, and C. S. Gokhale. On equilibrium properties of evolution-
ary multi-player games with random payoff matrices. Theoretical Population Biology,
81:264–72, 2012.

[JOP+ ] Eric Jones, Travis Oliphant, Pearu Peterson, et al. SciPy: Open source scientific tools
for Python, 2001–.

[Kal02] O. Kallenberg. Foundations of modern probability. Springer, Verlag, 2002.

[KCF+07] R. Kummerli, C. Colliard, N. Fiechter, B. Petitpierre, F. Russier, and L. Keller. Hu-
man cooperation in social dilemmas: comparing the snowdrift game with the prisoner’s
dilemma. Proceedings of the Royal Society B, 274(1628):2965–2970, 2007.

[Kim62] M. Kimura. On the probability of fixation of mutant genes in a population. Genetics,
47:713–719, 1962.

[KO74] M. Kimura and T. Ohta. Probability of gene fixation in an expanding finite population.
Proceedings of the National Academy of Sciences USA, 71:3377–3379, 1974.

[KS87] Maria Koth and Karl Sigmund. Gradients for the evolution of bimatrix games. Journal
of Mathematical Biology, 25(6):623–635, 1987.

[Lam06] Amaury Lambert. Probability of fixation under weak selection: a branching process
unifying approach. Theoretical population biology, 69:419–441, 2006.

[Les11] S. Lessard. On the robustness of the extension of the one-third law of evolution to the
multi-player game. Dynamic Games and Applications, 1:408–418, 2011.

[Lew61] R. C. Lewontin. Evolution and the theory of games. Journal of Theoretical Biology,
1:382–403, 1961.

[LPF+15] Xiang-Yi Li, Cleo Pietschke, Sebastian Fraune, Philipp M. Altrock, Thomas C. G.
Bosch, and Arne Traulsen. Which games are growing bacterial populations playing?
Journal of The Royal Society Interface, 12:108, 2015.

33

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[Lyo07] Pamela Lyon. From quorum to cooperation: lessons from bacterial sociality for evolu-
tionary theory. Studies in History and Philosophy of Biological and Biomedical Sciences,
38(4):820–833, 2007.

[MCA18] Christopher M. Moore, Samantha A. Catella, and Karen C. Abbott. Population dynamics
of mutualism and intraspecific density dependence: How θ-logistic density dependence
affects mutualistic positive feedback. Ecological Modelling, 368:191 – 197, 2018.

[MFH+18] Alex McAvoy, Nicolas Fraiman, Christoph Hauert, John Wakeley, and Martin A. Nowak.
Public goods games in populations with fluctuating size. Theoretical Population Biology,
121:72–84, 2018.

[MFHG+10] G. MacLean, A. Fuentes-Hernandez, D. Greig, L. D. Hurst, and I. Gudelj. A mix-
ture of “cheats” and “co-operators” can enable maximal group benefit. PLoS Biology,
8(9):e1000486, 2010.

[ML15] F. Mafessoni and M. Lachmann. Selective strolls: Fixation and extinction in diploids are
slower for weakly selected mutations than for neutral ones. Genetics, 201:1581–1589,
2015.

[MN04] Alan J McKane and T. J Newman. Stochastic models in population biology and their
deterministic analogs. Physical Review E, 70:19, 2004.

[MS86] J Maynard Smith. Evolutionary game theory. Physica D: Nonlinear Phenomena,
22(1):43–49, 1986.

[MSP73] J. Maynard Smith and G. R. Price. The logic of animal conflict. Nature, 246:15–18,
1973.

[Now06] M. A. Nowak. Evolutionary dynamics. Harvard University Press, Cambridge MA, 2006.

[NS13] Rasmus Nielsen and Montgomery Slatkin. An Introduction to Population Genetics: The-
ory and Applications. Oxford University Press, 1st edition, 2013.

[NSTF04] M. A. Nowak, A. Sasaki, C. Taylor, and D. Fudenberg. Emergence of cooperation and
evolutionary stability in finite populations. Nature, 428:646–650, 2004.

[OBF+99] E. Ostrom, J. Burger, C. B. Field, R. B. Norgaard, and D. Policansky. Revisiting the
commons: Local lessons, global challenges. Science, 284:278–282, 1999.

[OBN07] H. Ohtsuki, P. Bordalo, and M. A. Nowak. The one-third law of evolutionary dynamics.
Journal of Theoretical Biology, 249:289–295, 2007.

[Ost90] E. Ostrom. Governing the commons: The evolution of institutions for collective action.
Cambridge Univ. Press, 1990.

34

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[OW97] S. P. Otto and M. C. Whitlock. The probability of fixation in populations of changing
size. Genetics, 146:723–733, 1997.

[PCS18] Swati Patel, Michael H Cortez, and Sebastian J Schreiber. Partitioning the effects of eco-
evolutionary feedbacks on community stability. The American Naturalist, 191(3):381–
394, 2018.

[PGTS16] Andrei Papkou, Chaitanya S Gokhale, A Traulsen, and Hinrich Schulenburg. Host-
parasite coevolution: why changing population size matters. Zoology, 119:330–338,
2016.

[PK09] Matthew Parker and Alex Kamenev. Extinction in the lotka-volterra model. Phys. Rev.
E, 80:021129, 2009.

[PQ07a] Todd L Parsons and Christopher Quince. Fixation in haploid populations exhibiting
density dependence i: the non-neutral case. Theoretical population biology, 72:121–
135, 2007.

[PQ07b] Todd L Parsons and Christopher Quince. Fixation in haploid populations exhibiting
density dependence ii: The quasi-neutral case. Theoretical population biology, 72:468–
479, 2007.

[PQP10] Todd L Parsons, Christopher Quince, and Joshua B Plotkin. Some consequences of
demographic stochasticity in population genetics. Genetics, 185:1345–1354, 2010.

[PR17] Todd L Parsons and Tim Rogers. Dimension reduction for stochastic dynamical systems
forced onto a manifold by large drift: a constructive approach with examples from the-
oretical biology. Journal of Physics A: Mathematical and Theoretical, 50(41):415601,
2017.

[PSD14] Jorge M Pacheco, Francisco C Santos, and David Dingli. The ecology of cancer from an
evolutionary game theory perspective. Interface Focus, 4(4):20140019–20140019, 2014.

[Row88] Glenn W. Rowe. To each genotype a separate strategy - a dynamic game theory model
of a general diploid system. Journal of Theoretical Biology, 134:89–101, 1988.

[SG13] A Sanchez and J Gore. Feedback between Population and Evolutionary Dynamics De-
termines the Fate of Social Microbial Populations. PLoS Biology, 11(4):e1001547, 2013.

[SGP+15] Y. Song, C. S. Gokhale, A. Papkou, H. Schulenburg, and A. Traulsen. Host-parasite
coevolution in populations of constant and variable size. BMC Evolutionary Biology,
15:212, 2015.

[Sky03] B. Skyrms. The Stag-Hunt Game and the Evolution of Social Structure. Cambridge
University Press, Cambridge, 2003.

35

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/


[SPS09] M. O. Souza, J. M. Pacheco, and F. C. Santos. Evolution of cooperation under n-person
snowdrift games. Journal of Theoretical Biology, 260:581–588, 2009.

[ST78] Kunio Shirakihara and Syoiti Tanaka. Two fish species competition model with nonlinear
interactions and equilibrium catches. Researches on Population Ecology, 20(1):123–140,
September 1978.

[Sta92] P. E. Stander. Cooperative hunting in lions: the role of the individual. Behavioral Ecology
and Sociobiology, 29:445–454, 1992.

[TH09] A. Traulsen and C. Hauert. Stochastic evolutionary game dynamics. In Heinz Georg
Schuster, editor, Reviews of Nonlinear Dynamics and Complexity, volume II, pages 25–
61. Wiley-VCH, Weinheim, 2009.

[TPI06] A. Traulsen, J. M. Pacheco, and L. A. Imhof. Stochasticity and evolutionary stability.
Physical Review E, 74:021905, 2006.

[UH11] H Uecker and J Hermisson. On the Fixation Process of a Beneficial Mutation in a Vari-
able Environment. Genetics, 188(4):915–930, 2011.

[Uti57] Syunro Utida. Cyclic fluctuations of population density intrinsic to the host-parasite
system. Ecology, 38(3):442–449, July 1957.

[vK97] N. G. van Kampen. Stochastic Processes in Physics and Chemistry. Elsevier, Amster-
dam, 2 edition, 1997.

[WG01] L. M. Wahl and P. J. Gerrish. The probability that beneficial mutations are lost in popu-
lations with periodic bottlenecks. Evolution, 55(12):2606–2610, 2001.

[WR16] Amy Wu and David Ross. Evolutionary Game between Commensal and Pathogenic
Microbes in Intestinal Microbiota. Games, 7(3):26–10, 2016.

[Wri31] S. Wright. Evolution in Mendelian populations. Genetics, 16:97–159, 1931.

[WSE17] M. Whiteley, Diggle S.P., and Greenberg E.P. Progress in and promise of bacterial quo-
rum sensing research. Nature, 551(7680):313–320, 2017.

[YRD17] Qian Yang, Tim Rogers, and Jonathan H.P. Dawes. Demographic noise slows down
cycles of dominance. Journal of Theoretical Biology, 432:157 – 168, 2017.

[Zee95] M. L. Zeeman. Extinction in competitive Lotka-Volterra systems. Proceedings of the
American Mathematical Society, 123:87–96, 1995.

36

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted September 4, 2018. ; https://doi.org/10.1101/259069doi: bioRxiv preprint 

https://doi.org/10.1101/259069
http://creativecommons.org/licenses/by-nc-nd/4.0/

	Introduction
	Model and Methods
	Replicator dynamics
	Finite populations

	Eco-evolutionary dynamics
	Stochastic eco-evolutionary dynamics


	Results
	Fixation Probability
	Generality of the approximation technique
	Breaking assumptions in the two internal fixed points scenario
	Evolutionary weak selection - varying 
	Ecological weak selection - varying the payoffs

	Population dynamics of collective action
	(Multiplayer) Snowdrift game


	Discussion
	Conclusion
	The model and its diffusion approximation
	Approximating the fixation probability
	One interior fixed point
	No interior fixed point
	Extension to d players
	Numerical evaluation of 
	Fixation probability under strong selection


