
Fluid-structure interaction analysis of eccentricity and leaflet rigidity on

thrombosis biomarkers in bioprosthetic aortic valve replacements

David Oks1, Mariano Vázquez1,2, Guillaume Houzeaux1, Constantine Butakoff2, and Cristóbal
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Abstract

This work introduces the first 2-way fluid-structure interaction (FSI) computational model to study the
effect of aortic annulus eccentricity on the performance and thrombogenic risk of cardiac bioprostheses. The
model predicts that increasing eccentricities yield lower geometric orifice areas (GOAs) and higher normalized
transvalvular pressure gradients (TPGs) for healthy cardiac outputs during systole, agreeing with in vitro
experiments. Regions with peak values of residence time and shear rate are observed to grow with eccentricity
in the sinus of Valsalva, indicating an elevated risk of thrombus formation for eccentric configurations. In
addition, the computational model is used to analyze the effect of varying leaflet rigidity on both performance,
thrombogenic and calcification risks with applications to tissue-engineered prostheses, observing an increase in
systolic and diastolic TPGs, and decrease in systolic GOA, which translates to decreased valve performance for
more rigid leaflets. An increased thrombogenic risk is detected for the most rigid valves. Peak solid stresses are
also analyzed, and observed to increase with rigidity, elevating risk of valve calcification and structural failure.
The immersed FSI method was implemented in a high-performance computing multi-physics simulation software,
and validated against a well known FSI benchmark. The aortic valve bioprosthesis model is qualitatively
contrasted against experimental data, showing good agreement in closed and open states. To the authors’
knowledge this is the first computational FSI model to study the effect of eccentricity or leaflet rigidity on
thrombogenic biomarkers, providing a novel tool to aid device manufacturers and clinical practitioners.

Acronyms

BSC Barcelona Supercomputing Center

FSI Fluid-Structure Interaction

GOA & EOA Geometric & Effective Orifice Area

TPG Transvalvular Pressure Gradient

AVR Aortic Valve Replacement

MAVR, BAVR, TAVR & SAVR Mechanical,
Bioprosthetic, Transcatheter & Surgical Aortic
Valve Replacements

CFD Computational Fluid Dynamics

CSM Computational Solid Mechanics

QoI Quantity of Interest

FE Finite Element

ALE Arbitrary Lagrangian-Eulerian

BCM & NBCM Boundary-Conforming & Non
Boundary-Conforming Methods

LVH Left Ventricular Hypertrophy

EI Eccentricity Index

CO Cardiac Output

VVUQ Verification, Validation & Uncertainty
Quantification

1 Introduction

Heart valve disease represents a critical clinical problem worldwide. Its prevalence is increasing globally due
to degenerative valve disease in aging populations in developed countries, and due to inadequate treatment of
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rheumatic heart disease in the developing world. As a result 130,647 aortic valve replacement (AVR) procedures
were carried out in 2019 in the United States alone [1]. Despite the long-term durability of mechanical aortic valve
replacements (MAVRs), they require life-long administration of anticoagulants and are implanted invasively. In
contrast, bioprosthetic aortic valve replacements (BAVRs) don’t require anticoagulants, but they have a limited
durability, and typically fail 10–15 years post implantation, making MAVRs the prosthesis of choice for patients
below 60 years of age. BAVRs are constructed from porcine heart valves or bovine pericardium preserved with
glutaraldehyde, and may be surgical (SAVR) or transcatheter (TAVR), with the latter delivered using a non-invasive
procedure. The non-invasiveness and reduced thrombogenic risk of TAVRs explains its rapid adoption and approval
for low-risk patients, accompanied by a reduction in the recommended minimum age for implantation [2, 3]. This
has led the number of implanted BAVRs to surpass that of MAVRs in 2019. This work is thus focused specifically
on the performance analysis of BAVRs.

Despite its fast adoption, the widespread use of TAVRs is limited by the evidence of subclinical leaflet thrombosis
post-TAVR [4, 5, 6], which has been suggested as the underlying reason for hypoattenuated leaflet thickening,
leading to reduced leaflet motion [7, 8]. Thrombosis is the pathological clotting of blood within a vessel. Two
different mechanisms may lead to thrombus formation:

1. coagulation cascade of protein activation at low shear-rates (< 50s−1) generating erythrocyte-rich thrombi
that cause them to have a red appearance [9, 10], and

2. cellular platelet aggregation at high shear rates (> 5000s−1) acting separately or in concert to prevent
excessive bleeding in a process called hemostasis, producing white clots [11, 12].

In either type, a piece of thrombus may break off as an embolus, traveling through the circulation and lodging
somewhere else causing a vascular occlusion, ischemia, and eventually death. Often artificial surfaces such as those
of prosthetic heart valves may initiate thrombosis through the contact activation pathway of coagulation. Low flow
rate and regions of flow stagnation near the valve have been suggested as the source of leaflet thrombosis since they
have been observed in in vitro and in silico studies [13, 14, 15, 16, 17, 18]. Identifying these regions is crucial to
assess the thrombogenic potential of BAVRs and improve designs, but determining them in experimental studies
or clinical measurements has proven extremely challenging.

Computational modeling and simulation provides a powerful cost- and time-efficient tool to access detailed
information of the flow and structure which is not visible in neither clinical imaging nor in vitro bench testing.
Though extensive bibliography exists for in vitro studies, in silico analyses of thrombogenic potential are still
mainly restricted to ventricular assist devices [19, 20] and aneurysms [21]. Mayo et al. analyzed the difference
between two TAVR models on five different quantities of interest (QoIs) related to thrombogenic potential [22].
Their study consists of two phases: (a) A purely computational solid mechanics (CSM) model to deploy the stents
and leaflets, followed by (b) a purely computational fluid dynamics (CFD) model to obtain the thrombosis QoIs for
each TAVR, modeling the prostheses as rigid and fixed. It provides useful insight on how to quantify thrombogenic
risk of TAVRs. On the other hand, authors do not account for the valve deformation or the 2-way fluid-structure
interaction (FSI) during the pulsatile cycle. In the present work a fully 2-way FSI computational model is used
to capture the pulsatile dynamics of fluid and solid domains. Biomarkers (ie: residence time and strain rate) are
analyzed to assess the thrombogenic risk of bioprostheses. In order to understand calcification and dysfunction
risk, an analysis is carried out on precise measures of stresses exerted on native and bioprosthetic tissue along
the cardiac cycle. This model therefore provides a valuable complement to bench testing by enabling an in-depth
assessment of device performance, in a broad range of working conditions.

Another issue which worries both patients and clinicians is that of native and bioprosthetic valve calcification.
Mechanical stress has been extensively related to calcification and structural failure of aortic valve prostheses
[23, 24, 25]. Deiwick et al. show that leaflet tensile stress and shear stress may lead to valvular structural failure
[24]. Moreover, Thubrikar et al. report that high compressive stress is correlated with the leaflet calcification of
aortic valve prostheses [25]. Leaflet stresses are particularly difficult to measure in an experimental and/or clinical
setup. An indirect form of measurement can be carried out in vitro by tracking strains [26]. Nonetheless this
process is complex and prone to introduce multiple sources of error. Computational solid mechanics provides a
means of accessing detailed information on solid strains and stresses on both surfaces and in volume. In addition,
cardiac valve dynamics involve a highly nonlinear coupling between the fluid and the solid structure, therefore
making it fundamental to model the full FSI to capture realistic leaflet stress distributions in predictive models. In
this work, leaflet von Mises stresses are computed to analyze the calcification risk of bioprostheses.

Although some degree of eccentricity of the aortic root is observed in all patients [27], BAVRs are designed
circular. For patients with aortic stenosis, heavy calcium deposition on the leaflets and the aortic root cause distor-
tion of the post-intervention TAVR geometries, resulting in elliptical shapes [28, 29, 30] and causing paravalvular
leakage [31]. Large degrees of eccentricity may affect leaflet coaptation and produce intravalvular regurgitation
[29] and larger systolic pressure gradients [32] thus worsening prosthesis function. Moreover, without proper leaflet
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apposition, uneven distribution of stress on the leaflets may also affect long-term valve durability [33]. Although
extreme aortic root eccentricities have been shown to produce adverse effects on prostheses performance, available
studies present conflicting results: an in vitro analysis on the effect of different degrees of oversizing and eccentric-
ity on TAVR performance found that effective orifice areas (EOAs) were larger and TPGs were lower for elliptical
compared to circular annuli [34], concluding that the performance was improved with slight degrees of eccentricity.
Realistic computational models provide a useful tool to shed some light on this yet unclear subject.

Some computational studies have been carried out to study this parameter in the past. In Sun et al. an idealized
TAVR geometry in a calcified aortic root was used to study the effect of varying eccentricity on stress distribution
and valve leakage in open and closed states [35]. The valve structure was modeled as rigid, using a purely CFD
approach, therefore not capturing the non-linear FSI feedback. Finotello et al. analyze the effect of different purely
structural finite element modeling strategies of a TAVR deployment on QoIs, such as eccentricity of the deployed
TAVR [36]. Results are compared to post-operative computational tomography scans of real implants. Sirois et
al. study the effect of eccentric deployment and under-expansion of TAVRs hydrodynamic performance (such as
on turbulent viscous shear stress) by using rigid models for the prostheses structure in an open state [37]. They
observed that only extreme eccentricities affect TAVR performance, as does an under-expansion of the stent. A
realistic fully-FSI computational model is long overdue to assess the effect of a wide range of working conditions on
physiologically relevant QoIs for this problem. In this work, a FSI model is used to analyze the effect of aortic root
eccentricity on valve performance, thrombogenic and calcification risk in pathological, healthy rest and healthy
exercise working conditions.

In addition to aiding the design process, verified and validated software may be employed as additional evidence
to support claims of device safety and effectiveness in regulatory submissions [38]. A further step is to use in silico
models to plan clinical interventions and aid diagnoses, minimizing patient risk. For clinical applications, models
should be capable of adapting to patient-specific conditions. In order for in silico models to be employed in
both regulatory and clinical applications, Verification and Validation (V&V) is critical to prove credibility of the
software, as explained in ASME’s V&V40 guidelines [39]. In the following the FSI method is validated against a well
known numerical FSI benchmark [40]. The ISO 5840-3 standard imposes certain requirements on the transvalvular
pressure gradient (TPG) and EOA of valve prostheses [41]. In this work these QoIs are computed and qualitatively
contrasted against analogous in vitro experiments [42, 32] as a first step in the V&V of the introduced computational
model.

To the authors’ knowledge there is no published computational model which analyzes the effect of either rigidity
or eccentricity of the aortic root on TAVR performance and thrombogenic risk while accounting for the full FSI
between blood flow and the bioprosthesis. In the following work, a parallel immersed two-way FSI computational
scheme for unstructured meshes is implemented in Alya, Barcelona Supercomputing Center’s (BSC’s) in-house
high-performance computing (HPC) multi-physics software. The method is introduced in section 2 and validated
against the well-known FSI3 benchmark of Turek & Hron [40] in section 3.1. In sections 3.2 and 3.3 the effect on
BAVR performance is analyzed respectively for the following parameters:

1. leaflet rigidity, and

2. aortic annulus eccentricity.

For each of these parameters, in sections 3.2 and 3.3 respectively, the following QoIs are used to evaluate the valve
performance according to the ISO 5840-3 standard [41], and to contrast the model against the experimental data:

1. transvalvular pressure gradients, and

2. geometric orifice area.

In each section, the effect of either leaflet rigidity (section 3.2) or eccentricity (section 3.3) on thrombogenic risk is
quantified by evaluating the following thrombosis biomarkers:

3. residence time, and

4. shear rate.

In each case, the risk of calcification and structural failure is also evaluated with the

6. von Mises stresses.

In section 4 conclusions are given. Finally, limitations of this work and a roadmap for the future of in silico
modeling of cardiac valve bioprostheses are presented in sections 4.1 and 4.2 respectively.
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2 Methods

In this section, the governing equations and numerical discretizations are presented for the fluid and solid mechanics
problems. Next, relevant issues on FSI numerical methods are briefly discussed, and the immersed finite element
method used in this work is presented. Finally, relevant aspects of the parallel computational implementation are
explained.

2.1 Fluid mechanics

In this work, blood is modeled as a Newtonian incompressible fluid. The Newtonian approximation is an acceptable
assumption and not far from reality in a significant part of the circulatory system under normal conditions. This is
specially true in large blood vessels where suspended particles (ie: red blood cells) are well below the characteristic
sizes of the vessels (ie: left ventricle outflow tract, aortic root and aorta) [43]. Hence haemodynamics are modeled
in this work using the incompressible Navier-Stokes equations, which are formulated below in the Eulerian frame
of reference.

2.1.1 Continuum form of Navier-Stokes equations

For a fluid moving in the domain Ωf bounded by Γf = ∂Ωf during the time interval (t0, tf ), the Navier-Stokes
equations consist in finding a velocity u and kinematic pressure p such that:

∂tu+ (u ·∇)u+ ∇p−∇ · (2νε(u)) = f in Ωf × (t0, tf ) , (1)

∇ · u = 0 in Ωf × (t0, tf ) , (2)

where ν is the kinematic viscosity, ε(u) := 1
2

(
∇u+ ∇Tu

)
is the velocity strain rate tensor and f is the vector

of external body forces. The Navier-Stokes equations are supplemented by Dirichlet boundary conditions which
prescribe the velocity, and Neumann boundary conditions which prescribe the traction tfN = σf · n, with σf =

−pI+ 2µε(u) the Cauchy stress tensor and n the outward normal vector to the surface Γf . Let Γf
D and Γf

N be the

Dirichlet and Neumann parts of the boundary Γf respectively, such that Γf
D ∪ Γf

N = Γf and Γf
D ∩ Γf

N = ∅. The
boundary conditions consist in prescribing

u = uD in Γf
D × (t0, tf ) , (3)

σf · n = 0 in Γf
N × (t0, tf ) . (4)

Additionally, initial conditions must be set on the problem:

u = u0 in Ωf × (t0, tf ) . (5)

To obtain the weak form of the Navier-Stokes equations (1-2), the spaces of vector functions V D = H1
D(Ωf ),

V 0 = H1
0(Ωf ) and Q = L2(Ωf ) are introduced. Here L2(Ωf ) is the space of square-integrable functions, H1(Ωf )

is a subspace of L2(Ωf ) formed by functions whose derivatives also belong to L2(Ωf ), H1
D(Ωf ) is a subspace of

H1(Ωf ) that satisfies the Dirichlet boundary conditions on Γf
D, H1

0 (Ωf ) is a subspace of H1(Ωf ) whose functions
are zero on Γf , and H1

D(Ωf ) and H1
0(Ωf ) are their vector counterparts in the 3-dimensional Euclidean space R3.

In the following (·, ·) indicates the standard L2 inner product.
For the dynamic case Vt ≡ L2(t0, tf ;VD) and Qt ≡ D′(t0, tf ;Q) are introduced, where Lp(t0, tf ;X) is the space

of time dependent functions in a normed space Σ such that
∫ tf
t0
||f ||2Σdt < ∞, 1 ≤ p < ∞ and Qt consists of

mappings whose Q-norm is a distribution in time. The weak form of problem (1-2) with the boundary conditions
defined in (3-4) is then: find u ∈ V t and p ∈ Qt such that:

(∂tu,v) + (Cemac(u),v) + ν (∇u,∇v)− (p,∇ · v) + (q,∇ · u) = (f ,v) , (6)

for all (v, q) ∈ V 0 × Q. In this method the nonlinear term is written using the energy, momentum and angular
momentum conserving form (EMAC):

Cemac(u) = 2u · ε(u) + (∇ · u)u− 1

2
∇|u|2. (7)
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2.1.2 Space discretization of Navier-Stokes equations

The spatial discretization is constructed using the finite element (FE) method. The discrete linear subspaces that
approximate the respective continuous spaces defined above are V Dh ⊂ V D, V 0h ⊂ V 0 and Qh ⊂ Q. Equal (linear)
interpolation is used for both velocity and pressure. The space-discretized problem reads: find un+1

h ∈ V Dh and
pn+1
h ∈ Qh such that:

(∂tuh,vh) + (Cemac(uh),vh) + ν (∇uh,∇vh)− (ph,∇ · vh) + (qh,∇ · uh) = (f ,vh) (8)

for all virtual (vh, qh) ∈ V 0h ×Qh. These equations can then be written in the following matrix form:

M∂tu + K(u)u + Gp = rm, (9)

Du = rc, (10)

where u and p are the arrays of the nodal unknowns for u and p respectively. Denoting the nodal indices with
superscripts a, b, the space indices with subscripts i, j and the linear shape functions of node a as Na, the matrices
involved above are:

Mab
ij =

(
N b, Na

)
δij , (11)

K (u) = Kconv (u) + Kvisc (u) , (12)

Kab
visc,ij (u) =

(
νε(N b), ε(Na)

)
δij , (13)

Kab
conv,ij (u) =

(
uh ·∇N b, Na

)
δij +

(
∂iN

bujh, N
a
)

+
(
(∇ · uh)N b, Na

)
δij −

1

2

(
∂iu

j
hN

b, Na
)
, (14)

Gab
i = −

(
N b, ∂iN

a
)
, (15)

Dab
j =

(
∂jN

b, Na
)
, (16)

where δij is the Kronecker delta, and ujh notes the jth component of vector uh. The vectors rc and rm include terms
coming from the application of Dirichlet boundary conditions and the latter also includes the contribution from
the body forces. Since here an explicit time discretization is used, the mass matrix is lumped to avoid the solution
of a linear system for the velocity as is usually done for explicit schemes in FE methods. In the following, M refers
to the lumped mass matrix. Defining the vector B = −Ku + rm, equation (9) can be re-written as

M∂tu = B− Gp, (17)

which facilitates the derivation of the time discretization.

2.1.3 Time discretization of Navier-Stokes equations

An explicit Runge-Kutta is used to time-discretize equations (17) and (10), imposing a divergence-free constraint
with a fractional step scheme. This implies solving the following equations:

ui,∗ = un + ∆tM−1
i∑

j=1

aijB
j , (18)

DM−1G
(
Φi
)

=
1

ci∆t

(
Dui,∗ − rc

)
, (19)

ui = ui,∗ − ci∆tM−1G
(
Φi
)

(20)

for substeps i = 2, ..., s (for the first substep u1 = un) and finally obtaining the unknowns at the new step from

un+1,∗ = un + ∆tM−1
s∑

j=1

biB
i, (21)

DM−1G
(
Φn+1

)
=

1

∆t

(
Dun+1,∗ − rc

)
, (22)

un+1 = un+1,∗ −∆tM−1G
(
Φn+1

)
, (23)

where aij , bi and ci =
∑

j aij are the coefficients and s the number of substeps of the Runge-Kutta scheme
respectively, ∆t is the time step size, and the pseudo-pressure Φ is a first order approximation to the pressure (ie:
Φ = p +O(∆t)). To reduce computational cost, the discrete Laplacian DM−1G is approximated as:

DM−1G ≈ L, (24)

which introduces a stabilizing effect for the pressure that allows to use equal order interpolation, while only
introducing an error of the same order as the pressure interpolation [44]. For more details on this low dissipation
FE incompressible Navier-Stokes formulation, refer to Lehmkuhl et al. [45].
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2.2 Solid mechanics

In computational solid mechanics (CSM), meshes are usually described as Lagrangian, that is, in the reference sys-
tem fixed to the moving and/or deforming solid. Within Lagrangian FE descriptions two approaches are commonly
taken:

1. Total Lagrangian formulation: derivatives and integrals are taken with respect to Lagrangian (material)
coordinates Xs.

2. Updated Lagrangian formulation: derivatives and integrals are taken with respect to Eulerian (spatial)
coordinates xs.

In this work total Lagrangian formulation is used. To describe it properly, it is necessary to define the transforms
between reference systems.

2.2.1 Continuum solid mechanics equations

Given an arbitrary deformable body Ωs
0 in a 3-dimensional Euclidean space R3, the position of a material point of

the body at the reference time t = t0 is described by the vector Xs, while its position at the current time t ∈ [t0, T ]
is given by the vector xs. The current position vector is the image of the regular map χ(Xs, t) which describes
the motion of the body. The displacement field is defined as

d(Xs, t) = χ(Xs, t)−Xs. (25)

Assuming the body is subjected to body forces b, the governing equations can be written in the total Lagrangian
form as:

ρs0d̈ = ∇0 · P + ρs0b in Ωs
0 × (t0, tf ) , (26)

ρsJ = ρs0J0 in Ωs
0 × (t0, tf ) , (27)

corresponding to the conservation of linear momentum and mass respectively, in the reference (undeformed) con-
figuration. Here ρs and ρs0 are the solid’s mass density in the current and reference configurations respectively, ḋ
and d̈ represent the velocity and acceleration respectively, ∇0 = ∂·

∂Xs indicates the gradient operator with respect
to the reference coordinates, P is the nominal stress tensor, and J := det(F ), with the deformation tensor defined
as F := ∂χ

∂X . The governing equations must be supplemented with boundary conditions. Let Γs
0 = ∂Ωs

0 denote the
outer boundary of the domain, with outward vector n. Dirichlet boundary conditions are imposed on Γs

D,0 and
Neumann boundary conditions on Γs

N,0, such that Γs
D,0 ∪ Γs

N,0 = Γs
0 and Γs

D,0 ∩ Γs
N,0 = ∅. These correspond to

imposing displacements dD and tractions tsN respectively:

d = dD in Γs
D,0 × (t0, tf ) , (28)

ei · n · P = ei · tsN in Γs
N,0 × (t0, tf ) . (29)

The system must be appended with initial conditions:

P (Xs, 0) = P 0 (Xs) in Ωs
0, (30)

ḋ (Xs, 0) = ḋ0 (Xs) in Ωs
0. (31)

To complete the description, a constitutive equation must be given for the material. Elastic materials for which
the work is independent of the load path are said to be hyperelastic. These are characterized by the existence of a
strain energy function ψ that is a potential for the second Piola-Kirchoff stress S:

S = 2
∂ψ(C)

∂C
, (32)

where C = F T · F is the Cauchy Green strain tensor. The nominal stress can then be derived from the second
Piola-Kirchoff tensor as

P = S · F T . (33)

Note that the first Piola-Kirchoff stress tensor is the transpose of the nominal stress tensor, PK1 = P T . Bovine and
porcine pericardium which are the most frequent materials used to confection bioprosthetic heart valve replacements
are formed by an isotropic extracellular matrix and an anisotropic alignment of collagen fibers. This anisotropy
may be modeled with fiber-reinforced anisotropic hyperelastic materials [46, 47]. Nonetheless, material anisotropy
is out of the scope of the current work. The validity of this simplification is supported by the fact that the present
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aortic valve model is compared to an experiment in which an isotropic polyurethane valve prosthesis was used.
Therefore in the remainder of this work the Neo-Hookean material model is used for the solids involved. This
model is an extension of Hooke’s law to large deformations. The free energy ψ for a Neo-Hookean material can be
expressed as:

ψ(C) =
1

2
λ0 (ln J)

2 − µ0 ln J +
1

2
µ0 (tr(C)− 3) , (34)

where λs and µs are known as the Lamé coefficients. The second Piola-Kirchoff stress tensor is then given by

S = λ0 ln JC−1 + µ0

(
I −C−1

)
. (35)

To derive the weak form of the momentum balance equation, the spaces of vector functions V D = H1
D(Ωs

0) and
V 0 = H1

0(Ωs
0) are introduced. An abuse of notation is done here by using the same notation as for the fluid

domain. Once gain, for the dynamic case the subspace Vt ≡ L2(t0, tf ;VD) is defined. As usual, the weak form of
the momentum balance equation (26) consists of finding the displacements d ∈ V t such that

(P ,∇w)Ωs
0

+
(
ρs0d̈,w

)
Ωs

0

= (b0,w)Ωs
0

+

∫
ΓN,0

w · ts0dΓ, (36)

for any virtual displacement w ∈ V 0. Here (·, ·)Ωs
0

denotes the L2 norm integrated in the reference configuration
Ωs

0.

2.2.2 Spatial discretization of solid equations

As for the fluid, the reference continuum body Ωs
0 is discretized using a FE approximation. Let dh(Xs) =∑

A∈eW
A(Xs)Σs

0
dAh be the polynomial approximation of degree k (in this case k = 2) of the actual displacement

d, where A notes the nodal indices, dh are the nodal values of displacement, and the FE shape functions for the
solid are noted as W (Xs). Hence, the matrix form of (26) reads

Md̈h + fint = fext, (37)

where M, fint and fext are the mass matrix, internal and external force vectors respectively which write

MAB
ij =

(
WB ,WA

)
δij , (38)

fAint,i =

(
∂WA

∂Xk
, Pki

)
Ωs

0

, (39)

fAext,i =
(
NA, ρ0bi

)
Ωs

0
+

∫
Γ0
N

NAei · ts0dΓ. (40)

Note that all expressions are written in the reference configuration.

2.2.3 Time discretization of solid equations

To discretize (37) in time, the generalized Newmark formulation is considered at time steps tn and tn+1:

Md̈n+1
h + fn+1

int = fn+1
ext , (41)

dn+1
h = dnh + ∆td̈h

n
+ ∆t2

[(
1

2
− β

)
d̈n + βd̈n+1

h

]
, (42)

d̈n+1
h = d̈nh + ∆t

[
(1− γ) d̈nh + γd̈n+1

h

]
, (43)

where parameters β and γ set the characteristics of the Newmark scheme. Parameter β = 0 results in an explicit
scheme, whereas values of 0 < β ≤ 0.5 yields an implicit scheme, which is the option chosen in this work. In
the implicit scheme the set of equations (41-43) are solved for the unknown displacement dn+1

h , velocity ḋn+1
h and

acceleration d̈n+1
h using the iterative Newton-Raphson algorithm.

2.3 Fluid-structure interaction

Heart valves consist of a soft-tissue of density very similar to that of blood. Their mechanics are therefore dictated
by an intricate non-linear feedback interaction between structure and flow. This makes it mandatory to consider
2-way FSI models in order to correctly reproduce the dynamics for the full cardiac cycle. Moreover, this problem
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Figure 1: Sketch of BCM (top) and NBCM (bottom) under displacement of overlapping domains.

presents particular challenges in the realm of numerical methods: a near unity fluid-to-solid density ratio which
produces instabilities in the fluid-structure coupling (ie: the added-mass instability), moderate Reynolds number
flows (ie: Re . 6000) further favoring the instability of the system and large deformations of the fluid-solid interface.
In numerical FSI methods the fluid mesh may adapt to the solid movement/deformation or it may be independent
of the solid behavior as depicted in Figure 1. In this work, these families of methods are referred to as boundary
conforming (BCMs) and non-boundary conforming methods (NBCMs) respectively. BCMs such as the arbitrary
Lagrangian-Eulerian (ALE) method [48] yield accurate solutions near the fluid-structure interface. Nonetheless,
with large displacements/deformations of the interface remeshing is required, incurring a very high computational
cost. Moreover, for problems involving close contact, such as valve opening and closure, other issues such as grid
element inversions may occur, further complicating the use of BCMs to simulate heart valves. In contrast, NBCMs
introduce interpolation errors when transferring information between the overset fluid and solid meshes. However,
since both meshes are independent, NBCMs are well posed when dealing with large displacements and deformations
of the interface. The limitations in accuracy can be compensated by improved interpolation and coupling schemes.
Consequently, NBCMs have been the preferred type of method for simulating heart valve dynamics since their
inception [49]. With this in mind, this work introduces an immersed NBCM designed to couple unstructured FE
discretizations of fluid and solid domains in problems involving large deformations of the fluid-solid interface.

2.3.1 Continuum form of FSI problem

In the immersed FSI coupling method presented here a body force term fFSI,f is added to the Navier-Stokes
momentum equation (1) to account for the solid in this region. The force originates from the solid’s internal
stresses produced due to the solid deformations. This term is computed in the Lagrangian solid domain and spread
out from the Lagrangian to the Eulerian mesh. In the continuum domain this spreading operation can be described
using Dirac delta distributions δ(x):

fFSI,f (xf , t) =

∫
Ωs

∇ · σs(xs, t)δ(xf − xs) dxs ∀xf ∈ Ωf , (44)

=

∫
Ωs

0

∇0 · P (X, t)δ(xf − χ(X, t)) dX ∀xf ∈ Ωf , (45)

where the first line is given in the current configuration using the solid Cauchy stress tensor σs = J−1F · P and
the second in the reference configuration, using the nominal stress P . On the other hand, the fluid velocities are
interpolated to the Lagrangian solid mesh and solid nodes are directly displaced according to the interpolated
velocities:

ḋ
s
(Xs, t) =

∫
Ωf

uf (xf , t)δ(χ(X, t)− xf ) dxf ∀xs ∈ Ωs. (46)

The Dirac delta distribution is defined such that for any compactly supported continuous function f(x),∫ ∞
−∞

δ(x− a)f(x)dx = f(a), (47)

and the 3-dimensional delta function, δ(x), is the product measure of the 1-dimensional delta functions in each
variable separately:

δ(x) = δ(x)δ(y)δ(z). (48)

8

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 7, 2022. ; https://doi.org/10.1101/2022.01.06.475272doi: bioRxiv preprint 

https://doi.org/10.1101/2022.01.06.475272
http://creativecommons.org/licenses/by-nc/4.0/


The Delta function is approximated by the interpolator φ(x) which should satisfy[50]: (1) continuity of velocities
and forces across the fluid-solid interface, (2) the condition of completitude, and (3) reproducibility. In this work
the FE interpolator is used to exchange information between the fluid and solid meshes. Wang and Zhang have
shown that this interpolator satisfies all three conditions: continuity, completitude and reproducibility [50].

2.3.2 Spatial discretization of FSI problem

On the discrete level, FE discretizations are used for both the fluid and solid domains. Therefore the FE interpo-
lation operator is used to interpolate velocities from the fluid to the solid domain

ũs,Ai = J Abuf,bi , (49)

where the interpolation operator can be written in its discrete form as:

J Ab =
∑
b

N b(xs,A), (50)

with A and b representing the solid and fluid nodal indices respectively and N(x) the fluid domain FE shape
functions. Conversely, the transpose of the interpolation operator,

S = J T , (51)

is used to spread forces from the solid to the fluid mesh:

ff,b = SbAfs,A, (52)

with fs = fsint + fsext the sum of solid internal and external forces. It can be proven that S conserves the total force.
This interpolation scheme requires that the mesh size ratio between the background (fluid) and embedded (solid)
meshes in the region of interaction must be close to 2:1, which is respected in the following work.

2.3.3 Time discretization of FSI problem

Regarding the time-discretization, an explicit staggered time-stepping scheme is considered and summarized in
Algorithm 1. Given the solution at time tn, the velocity un+1 and pressure pn+1 at time step tn+1 = tn + ∆t

Algorithm 1 FSI coupling algorithm.

1: procedure FSI-Coupling
2: t = t0;
3: n = 0;

4:
(
un, pn, ff,n

)
=
(
u0, p0, f

f
0

)
;

5:

(
dn, ḋn, d̈n, fs,n

)
=
(
d0, ḋ0, d̈0, f

s
0

)
;

6: while t ≤ tf ; do
7: n = n+ 1;
8: t = t+ ∆t;
9: Add external force ff,n to Navier-Stokes equations and calculate

(
un+1, pn+1

)
;

10: Interpolate fluid velocities un+1 to solid domain as ũs,n+1;
11: Deform solid according to interpolated velocities: dn+1 = dn + ∆tũs,n+1;
12: Compute solid internal forces fs,n+1

int from displacements dn+1;

13: Spread solid forces fs,n+1 = fs,n+1
s,int + fs,n+1

ext to fluid domain as ff,n+1;
14: end while
15: end procedure

is obtained by solving the Navier-Stokes equations with the added volume force provided by the solid. The fluid
velocities are then interpolated to the solid domain as ũs,n+1, where the solid is deformed accordingly to these
velocities using a 1st order forward Euler scheme to get dn+1 = dn + ∆tũs,n+1. Then solid internal forces fs,n+1

int

are computed in the deformed state. Finally the solid forces are spread out to the fluid mesh using operator S,
and the procedure is repeated for each time step. To compensate the absence of FSI iterations in this staggered
coupling scheme, a small time step size is considered (ie: ∆t ∼ 20µs). The time step is the same for both fluid and
solid solvers, but the critical time step is dominated by the critical time step of the solid problem.
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Figure 2: Parallel multi-code explicit coupling scheme between fluid and solid codes, the physical domain of each
code is partitioned in multiple subdomains pinned to individual MPI tasks.

2.4 Computational aspects and parallel implementation

Heart valve mechanics involve an intricate and multi-physics interaction between complex deformable solids and
blood flow in notably patient-specific conditions. This imposes challenging requirements on computational models,
incurring in a very high computational cost. Running this type of simulations in practical times for both engineering
and clinical applications requires the use of an efficient code capable of running in parallel on hundreds to thousands
of processors.

2.4.1 High performance computing

The present FSI model is implemented in Alya, BSC’s in-house multi-physics simulation software designed to run
efficiently on supercomputers, exhaustively verified, validated, optimized and proved to give accurate solutions
in complex fluid and solid mechanics problems, among other physics [51, 51, 52, 53, 54, 55, 45, 56]. Alya has
been developed to scale efficiently in parallel on CPUs and/or GPUs using hybrid MPI, OpenMP, CUDA and/or
OpenACC models. It is one of the twelve simulation codes of the Unified European Applications Benchmark Suite
(UEABS) and thus complies with the highest standards in HPC [57]. It therefore provides an ideal framework for
the implementation of an AVR model required to run in practical times for engineering and clinical applications.

2.4.2 Parallel implementation

A multi-code strategy is followed in this work, in which two instances of Alya are simultaneously executed (see
Figure 2), CFD in one instance and solid mechanics (CSM) in another instance. At run time, each instance is
partitioned in subdomains, being each subdomain pinned to an MPI task. In the cases analyzed here, the number
of elements of the CFD problem is 200× larger than the CSM problem which is of a relatively small size given the
thinness of the valve geometries (5.5 × 106 elements for the fluid vs 25 × 103 for the solid). Therefore, the nodal
positions of all the solid domain are spread out to all CFD subdomains containing at least one solid node in their
elements without significant loss in performance. The instances are then explicitly coupled in space as shown in
Figure 2. The two problems are coupled in time using a staggered scheme in which fluid velocities are interpolated
in volume to the solid nodes, and solid internal forces are spread out from the solid nodes to the fluid nodes of fluid
elements containing at least one solid node.

3 Results and discussions

The numerical FSI model is initially validated in section 3.1 against Turek & Hron’s 2-dimensional FSI3 benchmark
used extensively in the literature [40]. In section 3.2 the numerical model is used to model a BAVR and qualitatively
contrasted against the numerical-experimental work of Sigüenza et al. [42]. This same section analyzes the effect of
the leaflet Young modulus on QoIs of valve performance as determined by the ISO 5840-3 standard, and thrombosis
biomarkers employed in the literature. Finally, in section 3.3 the effect of annulus eccentricity on these standard
QoIs and thrombosis biomarkers is studied and contrasted against experimental data from Kütting et al. [32].
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(a) Fluid-structure domain. (b) Structure domain.

Figure 3: Domain for Turek & Hron’s FSI3 benchmark, diagram extracted from Turek & Hron [40].

Figure 4: Snapshot of Turek FSI3 benchmark run used to validate the immersed FSI coupling in Alya.

3.1 Numerical validation: FSI3 benchmark

Turek & Hron’s FSI3 benchmark [40] has been used extensively to verify and validate multiple FSI computational
models [56, 58, 59, 60, 61, 62, 63, 64]. This case consists of an elastic bar attached to a rigid circular hole, both
embedded in a 2-dimensional Poiseuille flow as depicted in Figure 3. The nonlinear feedback between fluid and solid
onsets the oscillations of the elastic tail as shown in Figure 4. Tip displacements (point A in Figure 3b) are recorded
in time and their average values, amplitude and oscillation frequencies are then compared to bibliographic values.
Fluid and solid densities are equal ρf = ρs = 1 g cm−3, while the fluid kinematic viscosity is νf = 10 cm2 s−1. The
mean velocity is U = 2m s−1 from which the Reynolds number can be calculated as Re = Ud/νf = 200. Finally
the solid structure is modeled as an isolinear elastic material with Young modulus Es = 5.6MPa and Poisson ratio
νs = 0.4. As in Griffith et al. [64] this immersed FE method models solids as incompressible since velocities
and therefore displacements are interpolated from the incompressible flow. Turek’s benchmark corresponds to a
nearly-incompressible material, that is, νf = 0.4 (ie: the Poisson ratio νf ranges from 0 to 0.5 corresponding to
the fully compressible and incompressible limits respectively). Therefore, differences between the current immersed
FE method and reference values could be partially attributed to the incompressibility of the current solid model.

A mesh convergence for this FSI3 benchmark is performed using both the ALE and immersed FSI methods
implemented in Alya. Results for tip displacement time-average, amplitude and frequency are presented in Table
1 for each mesh resolution. Errors within 5% are observed for all quantities in the immersed method with respect
to the reference values [40] for mesh resolutions equal to or below ∆x = 5mm, except for the mean displacement
in y. Table 1 shows that errors are significantly reduced as mesh resolution is increased, showing the spatial
convergence of the introduced algorithm. Moreover, it can be observed that errors are comparable and in some
cases below those of the exhaustively validated ALE algorithm in Alya. Having verified the numerical consistency
and validated the FSI model in a challenging transient 2-dimensional case, in the following section it is used to
simulate a 3-dimensional deformable AVR.

3.2 Effect of rigidity on aortic valve replacement

In this section an AVR FSI model is introduced, qualitatively contrasted against the numerical-experimental study
by Sigüenza et al. in 2018 [42], and the effect of leaflet rigidity on valve performance is analyzed. In Sigüenza’s
experiment a polyurethane heart valve model is placed in a rigid aortic chamber driven by a pulse duplicator.
They prescribe a flat velocity profile at the inlet and a convective boundary condition at the outlet (ie: non-
reflective outflow). As shown in Figure 5, the geometry of the experimental setup is approximated here, respecting
the provided information: leaflet thickness, radius and boundary conditions. As described above, the leaflets are
modeled using a Neo-Hookean material model. This section introduces an analysis of the effect of the Young
modulus on standard QoIs of valve performance, and on biomarkers of thrombosis and leaflet calcification.
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Method ∆x [mm] 〈dx〉 [mm] Adispl
x [mm] fdispl

x [Hz] 〈dy〉 [mm] Adispl
y [mm] fdispl

y [Hz]
Immersed 10 -0.19669 (-93%) 0.074011 (-97%) 6.9499 (-36%) 2.3367 (58%) 6.4033 (-81%) 6.958 (31%)
Immersed 5 -2.7602 (2.6%) 2.4017 (-5.1%) 10.313 (-5.4%) 1.9177 (30%) 32.921 (-4.2%) 5.1429 (-3%)

ALE 10 -2.3142 (-14%) 2.0903 (-17%) 10.872 (-0.26%) 1.6055 (8.5%) 29.397 (-14%) 5.4367 (2.6%)
ALE 5 -2.356 (-12%) 2.2025 (-13%) 11.018 (1.1%) 1.352 (-8.6%) 30.146 (-12%) 5.5086 (3.9%)
ALE 2.5 -2.4849 (-7.6%) 2.2245 (-12%) 10.872 (-0.25%) 1.672 (13%) 30.63 (-11%) 5.4375 (2.6%)
ALE 1.25 -2.5469 (-5.3%) 2.3508 (-7.1%) 10.965 (0.6%) 1.4332 (-3.2%) 31.429 (-8.6%) 5.4838 (3.5%)

Table 1: Results for the FSI3 benchmark [40] for both the immersed and ALE FSI coupling schemes implemented
in Alya. The displacement of the center-right point of the beam (point A in Fig. 3b) is tracked in time. The
columns correspond from left to right to: the FSI method used, the average element size, average tip displacement
〈di〉, amplitude Adispl

i and frequency fdispl
i of oscillations for both horizontal and vertical directions, i = x, y

respectively. The associated errors are computed with respect to reference values in Turek & Hron [40] and placed
between parenthesis.

(a) Sigüenza et al. [42] (b) Current work.

Figure 5: Geometries used for (a) experimental setup and numerical simulations in Sigüenza et al. [42] (fig-
ure adapted from this same publication), and (b) the current work numerical simulations contrasted against the
reference [42].

The leaflet shear and bulk moduli given in the reference work[42], G = 2.4MPa and K = 1.6MPa respectively,
yield a Poisson ratio of ν = 0.0. This value is far from realistic for polyurethane, a nearly incompressible material
(ie: νpolyurethane ∼ 0.4−0.45). Given the uncertainty in the characterization of the polyurethane used, a parameter
sweep is performed on the Young modulus, for values E ∈ {0.2, 0.5, 1.0, 2.0, 3.9}MPa, which serves three purposes:

1. To characterize the effect of leaflet rigidity on the performance tissue-engineered valve replacements.

2. To understand the effect of valve calcification on the performance of BAVRs by modeling calcification as an
increase in leaflet rigidity.

3. To determine the sensitivity of the QoIs evaluated in this work to variations of the Young modulus, a parameter
not clearly detailed in the reference work [42].

From this analysis we obtained the following main results:

1. The mean systolic orifice area decreases for more rigid leaflets, increasing the load on the left ventricle and
potentially increasing the risk of left ventricular hypertrophy (LVH).

2. Systolic and (absolute) diastolic TPGs increase with leaflet rigidity, again elevating LVH risk.

3. Flow stagnation and peak shear rate regions become more localized for more rigid leaflets, leading to a higher
thrombogenic risk.

3.2.1 Experimental setup

The heart valve model was self-made by the authors of the reference work using a rigid frame made with PEEK
material and leaflets manufactured out of thin polyurethane foil [42]. The valve was placed inside a rigid silicone
aortic anatomy with a 25mm-diameter aortic root. The pulsatile flow is driven by a rotary pump which produces
the periodic opening and closing of the valve as shown in Figure 6. The imposed flow waveform only considers the
systolic phase and a subsequent backflow at the end of the ejection phase. A glycerol-water solution is used to model
blood. Flow and structural parameters for the experiment are given in Table 2. Note that in the experimental
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FLUID-STRUCTURE INTERACTION OF A PULSATILE FLOW WITH AN AORTIC VALVE MODEL 5

Figure 1. In-vitro pulse duplicator designed to reproduce physiological flow conditions.
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Figure 2. (a) One typical cycle of the flow rate signal measured during the experiment, used as inlet
boundary condition of the simulation. (b) Stress-strain relationship extracted from the uniaxial tensile test.

The material parameters G and K are determinated by fitting the simulation with the experiment.

of the material (see Fig. 2 (b)). Then, the experimental tensile test was simulated with the LMGC90
solid mechanics solver. A dedicated algorithm enabled to determine the material parameters which
provide the best fit between the experiment and the simulation, as shown in Fig. 2 (b). The quasi-
incompressible Neo-Hookean strain energy function introduced in Eq. (1) enables a very good
representation of the material mechanical behaviour over the range of 0-30% deformation.

The movement of the valve leaflets was recorded from the top of the valve by a high-speed camera
(CMOS, 1280x1024, 10 bit). Furthermore, two-dimensional PIV measurements were performed to
determine the experimental flow field in the centerplane (through the commissure of the valve)
of the aortic geometry behind the valve model. A two-cavity Nd:Ylf laser (Pegasus, New Wave

Copyright c⃝ 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2010)
Prepared using cnmauth.cls DOI: 10.1002/cnm

Figure 6: Experimental setup from Sigüenza et al. consisting of a TAVR deployed in a fluid circuit driven by a
pulse duplicator, diagram was extracted from Sigüenza et al. [42].

Flow Parameters Valve Parameters
Density ρf = 1.1 gcm3 Density ρf = 1.0 gcm3

Dynamic viscosity µf = 3.6 · 10−2 cP Shear modulus G = 2.4 MPa
Heart rate nbpm = 60 bpm Bulk modulus K = 1.6 MPa

Mean cardiac output COmean = 3.48Lmin−1 Leaflet Thickness el = 0.15 mm
Reynolds number Re = 1388 Leaflet Radius Rl = 12.5 mm

Womersley number W0 = 17 Frame Thickness ef = 1.45 mm

Table 2: Parameters of experimental setup from Sigüenza et al. [42]

setup a compliance is considered downstream of the valve, while this is not contemplated in the numerical model.
Since neither compliance nor resistance parameters are not given, a compliance boundary condition is not included
in this work (ie: Windkessel model [65]) at the outlet either.

3.2.2 Standard QoIs for BAVR performance

The ISO 5840-3 standard specifies QoIs for evaluation of AVR performance [41]. Among these quantities, the
orifice area and TPG are of particular interest in both regulatory and clinical contexts. In this section these
quantities are contrasted against experimental data from Sigüenza et al. [42]. While the orifice areas obtained
in the present numerical model are lower than the reference experimental data, the maximum TPG is in close
agreement with the experimental values and the minimum TPG for the most rigid leaflets is in better agreement
than the numerical model from the same work [42]. The effect of leaflet rigidity on these quantities is also analyzed
below. Increasing leaflet rigidities are observed to produce smaller mean systolic orifice areas and larger systolic
and (absolute) diastolic TPGs, elevating the risk of LVH and cardiac failure.

3.2.2.1 Geometric orifice area The orifice area is a measure of the degree of opening of the valve leaflets.
During systole it is desirable to maximize the orifice area in order to reduce the resistance imposed by the valve
during the systolic ejection of blood flow. If systolic orifice area is diminished, then a stronger resistance is imposed
on the flow during the ejection phase, loading the left ventricle and elevating the risk of LVH. On the other hand,
orifice area must be near zero during diastole to assure that regurgitation is minimized during diastole.

Due to the difficulty of measuring this quantity in vivo, there is more than one way of quantifying the orifice
area: the effective orifice area (EOA) or the geometric orifice area (GOA), which are respectively calculated from
flow quantities or from the geometry itself. The EOA is computed using Gorlin’s formula (53), which can be derived
from Bernoulli’s law by neglecting the viscous term, resulting in a function of the mean systolic TPGsys, Root Mean
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Squared (RMS) systolic flow rate Qrms and fluid density ρf :

EOA =
Qrms√

2TPGsys/ρf
. (53)

This measure is less accurate than the GOA, but is easier to measure in the clinical context. On the other hand,
since the EOA depends on TPGs, it also depends on where pressure is measured on both sides of the valve. Given
that the precise location of pressure transducers is unknown, in this work instead the GOA is used to characterize
the opening and closing of the leaflets.

Algorithm 2 Calculation of geometric orifice area.

Inputs
Gij : FE connectivity graph
Cl: nodal indices of leaflet edges
Cannulus: nodal indices of annulus edge
{x0

nodes, ...,x
Ntime

nodes}: nodal coordinates at time steps {t0, ..., tNtime}
Outputs
{GOA0, ..., GOANtime}: geometric orifice areas at time steps {t0, ..., tNtime}

1: procedure ComputeGOA
2: Compute the total annulus area Aannulus from annulus edges Cannulus.
3: for leaflet = 1 : 3 do
4: Identify the nodes lying on the distal leaflet edges Cl.
5: Sort the edge nodes using mesh connectivities Gij .
6: end for
7: n=0
8: tn = t0
9: while n < Ntime do

10: n = n+ 1
11: tn = tn−1 + ∆t
12: for leaflet = 1 : 3 do
13: Project deformed edge node coordinates xn

l on xy-plane to obtain polygon Pn
l .

14: Compute the area An
l enclosed by Pn

l .
15: end for
16: Compute the instantaneous GOAn = Aannulus −

∑nleaflets

l=1 An
l .

17: end while
18: return {GOA0, ..., GOANtime}.
19: end procedure

The GOA is defined as the area enclosed by the projection of the leaflet free edges on the aortic cross section.
It is not specified how authors compute it in Sigüenza et al. [42], but in this work the instantaneous GOA is
computed using Algorithm 2. The algorithm receives as inputs at initial time t0: the FE nodal connectivity
graph Gij , the nodal coordinates x0

nodes = {x0
1, ...,x

0
Nnodes

} and the indices of surface elements on the leaflet edges
Cl = {el1 , ..., elNedges

}. The connectivity graph is defined such that Gij = 0 if nodes i and j are disconnected and

Gij = 1 if they are connected, Nnodes is the total number of nodes, and Nedges is the number of surface elements
on the leaflet edges. For each leaflet l, the nodal coordinates of the leaflet edges Cl are projected on the xy-plane in
order to form the 2D polygon Pl, whose connectivities are saved once. Also at time t0, the annulus area Aannulus

is obtained. Then for each time step tn ∈ [t0, tf ], with time step size ∆t and number of time steps Ntime, the
area An

l of each polygon Pn
l is computed, using the updated nodal coordinates xn

nodes projected on the xy-plane.
The GOA at each time step is then obtained by summing the areas An

l and subtracting them from the annulus
area Aannulus. Figure 7 shows snapshots of the valve evolution during the cardiac cycle from the experimental and
numerical reference [42] and from this work’s numerical simulations. The shaded leaflets on the plane indicate
the areas subtracted at each instant from the total annulus area in Algorithm 2 in order to compute the GOA.
The differences in opening and closing dynamics may be attributed to geometry differences between the current
geometry and the reference work, snapshots are shown for a qualitative comparison.

Valves of increasing Young moduli were simulated in order to characterize the effect of leaflet rigidity on valve
performance. In Figure 8 the valve states are shown both in diastole and systole for the different valve rigidities. In
Figure 8b it can qualitatively be observed that during systole the EOA is reduced for more rigid leaflets, reducing
systolic function. The GOA is computed to quantify this observation. The instantaneous GOA time series are
contrasted in Figure 9a against those provided by Sigüenza et al. [42] for both numerical and experimental data
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SIGÜENZA ET AL. 7 of 19

depending if the flow rate is positive or negative. The forward flow is thus imposed upstream of the valve, whereas the
backward flow is imposed downstream.

The computational zone of interest is displayed in Figure 3. Note that the computational fluid domain is extended both
upstream and downstream of this zone of interest, to avoid any undesirable border effects. Two different levels of mesh
were considered in the present study. Mesh M1 is the coarse mesh: The fluid mesh is composed of 470 791 tetrahedral
elements with a uniform mesh resolution of 1 mm, and the solid mesh is composed of 384 quadratic hexahedral elements
with a mesh resolution of 1 mm. Mesh M2 is the fine mesh: The fluid mesh is composed of 3 381 583 tetrahedral elements
with a uniform mesh resolution of 0.5 mm, and the solid mesh is composed of 1536 quadratic hexahedral elements with
a mesh resolution of 0.5 mm. Note that similar mesh resolutions were used for the fluid and the solid mesh, which is
recommended when using the ITBM. We can also evaluate the Pope criterion49,50 which is used to estimate the subgrid
dissipation caused by the LES filtering, expressed as

kSGS
k = 3

2 C
( Δ
!L

)2∕3
, (6)

where C = 1.5,Δ = 0.5 mm being the fluid mesh resolution, and L = 12.5 mm being the characteristic length of the largest
structures. For the present LES, kSGS∕k = 12% which remains below the 15 − 20% threshold usually used to evaluate if a
LES is sufficiently resolved.50

3 RESULTS

3.1 Valve dynamics
Figure 4A shows several snapshots of the valve movement recorded from the top by the high-speed camera, extracted
over different instants of one cardiac cycle (depicted with red dots on the flow rate curve). Corresponding snapshots of the
valve deformation extracted from a typical cycle of the simulation are displayed in Figure 4B. The 3 leaflets are labeled to
ease results presentation. The evolution of the opening area of the valve along time is also provided in Figure 4C, as well
as the evolution of the tips locations (midpoints of leaflets edges) of the 3 leaflets in Figure 4D.

FIGURE 4 A, Snapshots extracted from the valve movement recording at various instants of the cardiac cycle (depicted with red dots on
the flow rate curve); B, corresponding snapshots of the valve deformation extracted from a typical cycle of the simulation; C, evolution of the
opening area of the valve during the cardiac cycle; D, evolution of the tips locations of the 3 leaflets. Solid line corresponds to leaflet 1, dashed
line to leaflet 2, and dotted line to leaflet 3. (red: experiment, blue: simulation for the fine mesh M2)

t = 0.00s t = 0.15s t = 0.20s t = 0.26s t = 0.35s t = 0.55s t = 0.80s t = 0.93s t = 1.00s

Figure 7: Evolution of valve movement in a single cardiac cycle. From top to bottom: flow rate curve, snapshots
from experiments and from numerical simulations in Sigüenza et al. [42], and snapshots from the numerical
simulations carried out in this work for the valve with a Young modulus of 1MPa, highlighting leaflet areas used
to compute the GOA with Algorithm 2.

(a) Diastole

(b) Systole

Figure 8: Valve deformation in diastole (top) and systole (bottom) for increasing Young moduli (left to right).
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(a) GOA time series compared to Sigüenza et al. [42]
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(b) GOA statistics as a function of Young modulus.

Figure 9: GOA for different Young moduli of valve leaflets for both (a) time series (continuous lines) compared
to reference values from Sigüenza et al. [42] (dashed for experimental and point-dashed for numerical data) with
the pointed line indicating the fixed annulus area, and (b) phase-averaged over the forward-flow period (blue +’s),
backflow period (red x’s), entire cycle (green *’s) and the cycle minimum and maximum (black dashed for this
work’s numerical data, pink and violet for the experimental and numerical references [42]). Pink and violet shading
are used to show range of values for experimental and numerical data respectively.

sets. Although the EOA peak values of the present work’s numerical simulations are consistent with reference
data, mean values fall below. In addition, the present work shows an earlier valve closure than the reference data.
These two differences could be attributed to the differences in valve and aortic chamber geometries, and to the
manufacturing process of the experimental valve. In the experiment, a heat treatment was applied to generate the
closed valve configuration starting from an open valve initial condition. In the reference numerical simulations a
pre-process stage is performed to mimic the experimental initial conditions, but it is not clear if pre-stresses are
applied on leaflets as well. If pre-stresses have indeed been applied, this could explain the differences with respect
to simulations of the current work. Finally, for more flexible valves in Figure 9a it is evident that leaflet fluttering
is more intense than in the reference data. However, as rigidity is increased the fluttering amplitude is decreased.

To facilitate the comparison with reference data, the minimum, maximum, time-average over the whole cycle,
over the forward flow period (Q > 0) and over the backward flow period (Q < 0) are extracted for each cardiac
cycle. The simulations are run for 3 cardiac cycles. The first cycle is discarded in order to initialize the system.
The following 2 cycles are used to compute the phase-averaged statistics shown in Figure 9b. This figure shows
that for the range of Young moduli studied, the minimum and maximum GOAs intersect the experimental values,
showing consistency with the reference data. Moreover, all valves simulated in the current work comply with the
minimum EOA established by the ISO 5840-3 standard [41], ie: EOAmin = 1.45cm2 for 25mm valve diameters.

Regarding the effect of rigidity on valve opening, in Figure 9b it is observed that with increasing rigidity
the maximum GOA (during systole) is significantly decreased while the minimum GOA (during the backflow
period) remains approximately constant with a slight decrease. The former result agrees with the well documented
observation that calcified leaflets (ie: more rigid) increase the risk of diminished systolic EOAs and intravalvular
regurgitation [66]. Moreover, for applications in tissue engineered heart valves, this curve may be generated for a
given valve model to determine the range of possible Young moduli which will yield the desired range of systolic
orifice areas.

3.2.2.2 Transvalvular pressure gradient In this section, TPGs are computed by averaging the fluid pressure
at cross-section slices 2cm upstream (Pup(tn)) and 2cm downstream (Pdown(tn)) of the valve plane, and computing
the difference between them at each time step tn: TPG(tn) = Pup(tn) − Pdown(tn). The valve plane is the plane
formed by the free edges of the leaflets when closed. Phase-averaged statics from this time series are extracted, as
for the GOA in the previous section. The resultant TPG statistics are visualized in Figure 10 as a function of the
leaflets’ Young moduli. At this point, other epistemic errors may arise when comparing to the reference experiment
since the exact location of pressure transducers are not given in Sigüenza et al. [42]. Nonetheless, as can be
seen in Table 3, considering the range of Young moduli evaluated, the resultant TPGmax intersects the numerical
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Source GOAmin [cm2] GOAmax [cm2] TPGmin [mmHg] TPGmax [mmHg]
E = 0.2 MPa 0.263 4.22 -8.80 4.93
E = 0.5 MPa 0.279 3.58 -18.0 5.02
E = 1.0 MPa 0.267 3.13 -25.7 4.95
E = 2.0 MPa 0.263 3.02 -38.0 6.11
E = 3.9 MPa 0.255 2.82 -51.9 5.30

Sigüenza Simulation 0.244 4.05 -21.05 4.9
Sigüenza Experiment 4.04e-3 3.94 -93.35 5.28

Table 3: Minimum and maximum GOA and TPG, from top to bottom: this work’s numerical simulations of
increasing leaflet rigidity, numerical simulations and experimental results from Sigüenza et al. [42].
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Figure 10: Phase-averaged TPGs as a function of the Young moduli of valve leaflets and comparison to reference
experimental and numerical values [42].

reference value (4.9mmHg) and is in close agreement to the experimental value (5.28mmHg). For TPGmin, the
present numerical model is closer to the experimental value than the numerical model from Sigüenza et al. [42].
Nonetheless, it is hypothesized that the difference in TPGmin between both numerical models and the experimental
data is originated by the fact that none consider the compliance and resistance models at the aortic outlet.

It is observed in Figure 10 that the maximum TPG grows with the Young modulus, which indicates a higher
resistance to the flow. On the other hand, the minimum TPG increases in modulus as the Young modulus is
increased, which indicates that more rigid leaflets are able to withstand higher pressure gradients during the
backflow period, a desired characteristic for valve prostheses. This shows that although softer leaflets provide
larger systolic EOA and lower systolic TPGs, a moderate degree of rigidity is desirable in order to maintain the
negative TPGs during the backflow period. In the following section an analysis is carried out on the effect of leaflet
rigidity on biomarkers associated to thrombogenic risk.

3.2.3 Thrombosis QoIs

In this section the effect of leaflet rigidity on two QoIs associated to thrombogenic risk are studied, namely residence
time and shear rate. It is observed that more rigid valves intensify stagnation points in diastole and peak shear rate
regions in both diastole and systole, resulting in a higher risk of thrombus formation. This provides a framework
for directly testing the effect of different BAVR model parameters on the risk of thrombus formation, a subject of
yet unclear clinical consequences [7, 8].

3.2.3.1 Residence time The residence time (TR) of a fluid parcel is the total time that the parcel has spent
inside a control volume. It therefore quantifies the degree of washout of old fluid at each point in space. Although
the increased TR does not lead to thrombus formation by itself, it is known that once the clotting process is
triggered, for instance by blood contact with the foreign surfaces of TAVRs, thrombosis is more likely to occur in
low flow regions characterized by large TR’s [17, 67, 68]. In this work TR is computed using a Lagrangian approach:
a passive scalar is advected by the flow using equation (54),

∂tTR + ∇ · (uTR) = 1. (54)
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(a) Diastole

(b) Systole

Figure 11: Residence time for increasing Young moduli (left to right) in diastole (top) and systole (bottom).

Dirichlet boundary conditions TR = 0 are set at the inlet, while zero-flux Neumann boundary conditions, n ·∇TR =
0, are set at the outlet and vessel walls (ie: adiabatic boundary conditions).

Thrombus formation is a process which is initiated by nucleation [69], therefore it is important to consider local
activation points to determine the thrombogenic risk. Although in Figure 12 volume and phase-averaged residence
times are slightly reduced for more rigid leaflets, peak residence time regions in Figure 11 are observed to intensify
with leaflet rigidity, particularly in the sinus of Valsalva (SoV) region, reducing blood washout. Peak residence
time regions are identified as regions with TR > 1.5Tcycle, where Tcycle = 1s. In order to fully comprehend the
thrombogenic risk, the effect of shear rate must be taken into account as well. This quantity is analyzed in the
next section.

3.2.3.2 Shear rate As described in the introduction, thrombi are usually formed in regions of stagnation, that
is long residence times, and low or high shear. Shear rate has been associated to thrombogenic risk [20]. It is a
convenient measure since it is a Galilean invariant, which implies that it is not modified by a linear rigid body
motion. It is computed as the squared root of the second invariant of the symmetric strain tensor QS :

γ̇ =
√
QS (55)

where Qs = tr
(
S2
ij

)
is the second invariant and Sij = ∂iuj + ∂jui is the symmetric strain tensor. Figure 14 shows

the effect of the Young modulus on the volume- and phase-averaged shear rate in the sinus of Valsalva and aorta.
As mentioned in the introduction, red and white clots are formed at low (< 50s−1) and high (> 5000s−1) shear

rates respectively [12]. Figure 14 shows the volume- and phase-averaged shear rate in the sinus of Valsalva and
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(a) Sinus of Valsalva
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(b) Aorta

Figure 12: Volume- and phase-averaged residence time as a function of the Young moduli of valve leaflets.

(a) Diastole

(b) Systole

Figure 13: Shear rate for increasing Young moduli (left to right) in diastole (top) and systole (bottom).
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(a) Sinus of Valsalva
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(b) Aorta

Figure 14: Volume- and phase-averaged shear rate as a function of the Young moduli of valve leaflets.
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Figure 15: Mean leaflet von Mises stresses as a function of the Young modulus of valve leaflets.

aorta as a function of the leaflet Young modulus. In these cases average shear rates are within γ̇ . 50s−1, that is,
within the range of shear rates associated to red clot formation. Here shear rate increases with the Young modulus,
which can be explained by more rigid leaflets increasing the degree of flow obstruction, while forming more vortical
structures in a moderately turbulent regime. Moreover, when visually inspecting the shear rate fields in Figure 13,
extreme values are intensified with leaflet rigidity. Recalling that in the previous section (3.2.3.1) peak residence
time regions are also intensified with rigidity, it can be concluded from this analysis that in the current working
conditions, an increase in leaflet rigidity produces an increase in risk of blood clot formation according to the
considered biomarkers. Although at lower Reynolds numbers, a similar effect of leaflet rigidity on thrombogenic
risk has been observed in an in vitro experiment for venous valves [70]. Further in vitro and in vivo studies should
be carried out to confirm this observation for native and bioprosthetic aortic valves.

3.2.4 Calcification biomarker: von Mises Stresses

As described in the introduction, mechanical stress has been extensively associated to valve calcification and
failure. In this section the von Mises stresses in leaflets are computed to assess the risk of valve calcification, they
are computed as

σVMS =

√
3

2
sijsij , (56)

where sij is the deviatoric stress tensor of the structure. In Figure 15 the volume- and phase-averaged von Mises
stresses in the leaflets are shown as a function of the Young modulus of the material. It is observed that stresses
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Figure 16: von Mises stresses in systole for increasing Young moduli (left to right).

(a) Setup diagram (b) Side view (c) Top view

Figure 17: Experimental setup from Kütting et al. [32]

grow with the Young modulus as expected given that more rigid materials yield higher stresses for the same strains.
Furthermore, when inspecting the von Mises stress fields visually in Figure 16, it is notable that higher stresses
become more concentrated on the leaflet comissures and attachments. These stress hot-points are hypothesized to
become points of tissue wear-out, or catalyzers of the calcification process.

3.3 Effect of eccentricity on aortic valve replacement

This section presents a study on the effect of the eccentricity of the aortic root on the QoIs studied so far, related
to valve prosthesis performance, and to thrombogenic and calcification risks. Results are contrasted against the
experimental in vitro study by Kütting et al. [32].

3.3.1 Setup

In the experimental work by Kütting et al. [32], authors deploy 2 transcatheter heart valves (Medtronic CoreValves)
of diameters 26mm and 29mm in silicone compartments of diameters 23mm and 26mm respectively, that is, within
the ranges of oversize indicated by the manufacturer. The silicone compartments emulate the aortic root geometry.
They were designed with three different eccentricity indexes (EIs) of the aortic annulus, while maintaining the
area constant: EI = 0 (circular), 0.25 (moderate eccentricity) and 0.33 (highly eccentric). The eccentricity
index is computed as EI = 1 − Dmin/Dmax, with Dmin and Dmax the elliptic short and long axes respectively.
The measurements were performed with water in a pulse duplicator using three different physiological flow rate
waveforms corresponding to low cardiac output (CO = 3lmin−1 at 120 BPM), physiological flow (CO = 5lmin−1

at 70 BPM) and physical exercise conditions (CO = 8lmin−1 at 110 BPM). The pulse duplicator was designed to
model the flow conditions of the left heart. It is equipped with a passively filling left atrium, mitral valve, silicone
ventricle, interchangeable aortic roots and adjustable peripheral impedance as shown in Figure 17. The stroke
volume of the ventricle and the beat rate can be adjusted to alter the flow rate of the system. Following the
guidelines of the ISO 5840-3 standard [41], QoIs reported include: regurgitation flow, systolic EOA and systolic
TPG. The current work replicates the settings of the in vitro study for the 23mm diameter aortic root (26mm
TAVR), with some simplifications:
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(a) Diastole

(b) Systole

Figure 18: Valve deformation in (a) diastole, and (b) systole, for increasing eccentricities (left to right) and for
conditions corresponding to a healthy patient at rest: CO = 5lmin−1.

1. the aortic root is considered to be rigid,

2. the geometry of the reference work is approximated from the available information, such as the aortic annulus
nominal diameters and eccentricities which are respected,

3. flow rate is imposed at the inlet on the left ventricle side and a constant pressure at the outlet of the aortic
root, while the reference in vitro study imposes compliant pressure boundary conditions at the outlet which
simulates the compliance of the systemic circulation,

4. valve leaflets are modeled using an isotropic Neohookean material model,

5. no left ventricle is included in the model,

6. the outflow is modeled as an open boundary instead of compliant, and

7. the eccentricity is modeled by scaling the valve prostheses asymmetrically

The effect of the aortic root eccentricity on the following QoIs associated to TAVR performance is analyzed: TPG
and GOA for different cardiac outputs (COs). In Kütting et al., the orifice area is quantified using Gorlin’s formula
(53) to compute the EOA [32]. As explained in section 3.2.2.1, since the EOA depends on the location of the
pressure transducers, which are not specified in the reference work, here the geometric measure of the orifice area
is used instead, which is computed once again using Algorithm 2. Given that flow rate is imposed at the inlet and
that the fluid is incompressible, the flow rate at each cross section in the domain is trivially determined, and is
the same at each cross section at any given point in time. Therefore, regurgitation flow (also known as regurgitant
volume), which is computed as the volume of backward flow across the aortic valve during the cardiac cycle, is also
trivially determined by the prescribed boundary conditions. To compute regurgitation flow without prescribing it
a priori, pressure boundary conditions should be used instead at inlet and outlet. Since these boundary conditions
are out of the scope of the current work, regurgitation flow is excluded from this study. As in section 3.2, the
reference in vitro study is extended, to analyze the effect of eccentricity on the thrombogenic and calcification
biomarkers analyzed previously, that is, residence time, shear rate and von Mises stresses.

3.3.2 Standard QoIs for BAVR performance

This section analyzes the effect of eccentricity on the QoIs determined by the ISO 5840-3 for valve performance
assessment, that is, orifice area and TPG. With increasing eccentricity, it is observed that GOA decreases in healthy
conditions while TPG increases in all cases, which indicates a decrease in valvular function for more eccentric annuli.
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(a) CO = 3lmin−1
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(b) CO = 5lmin−1
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(c) CO = 8lmin−1

Figure 19: Phase-averaged GOA as a function of the eccentricity index and compared to EOA from the in vitro
experiment [32] in different flow rate conditions corresponding to cardiac failure (CO = 3lmin−1), healthy patient
at rest (CO = 5lmin−1) and healthy patient in exercise conditions (CO = 8lmin−1).
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(a) CO = 3lmin−1
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Figure 20: Normalized phase-averaged TPG as a function of the eccentricity index and compared to EOA from
the in vitro experiment [32]. Values are normalized by the corresponding value in the circular case to clarify
comparison. The increasing tendency of systolic TPG with eccentricity is reproduced in the numerical experiments
for the healthy rest and exercise conditions, ie: CO = 5 and 8lmin−1.

3.3.2.1 Geometric orifice area The GOA is computed using Algorithm 2 as in section 3.2.2.1 at each instant
for the valves shown in Figure 18. The phase-averaged values are then compared to the reference values in Figure
19. It is observed that tendencies of decreasing forward flow orifice areas with increasing eccentricity are reproduced
in the healthy rest and exercise working conditions, that is, CO = 5 and 8lmin−1 respectively (see purple and blue
curves in Figures 19b-c). The positive correlation between eccentricity and orifice area observed in the pathological
flow rate case (CO = 3lmin−1) is not commented upon in the experimental reference [32], but it is not evident why
this tendency is not reproduced in the current numerical simulations. For the healthy working conditions, an offset
is observed between the numerical and experimental curves, which could be attributed to systematic differences
between geometries. Moreover, the absence of pre-stress is another factor which may be elevating the measured
GOA in the numerical results. However, these results confirm that in healthy cardiac output conditions an increase
in eccentricity index decreases the orifice area, worsening valve performance.

3.3.2.2 Transvalvular pressure gradient TPG is computed as in section 3.2.2.2 for each cardiac output
and each eccentricity index. The results are observed in Figure 20. Since the geometry of the experimental setup
also includes the left ventricle, and the locations of the experimental pressure transducers are unknown, absolute
values of pressure are not directly comparable to the experimental reference. Instead, comparisons are carried out
between the mean systolic TPGs normalized by the value corresponding to the circular case (TPGcircular).

The tendency of increasing mean forward flow TPG for increasing eccentricity is reproduced in the normalized
numerical data presented in Figure 20. A good agreement is particularly observed for the 23mm diameter cases
with 5 and 8lmin−1 cardiac outputs. This tendency indicates that for healthy patient conditions both at rest and
in exercise, an increase in eccentricity of the annulus is translated into a larger TPG during systole. The larger
systolic TPG due to a narrowing of the aortic valve orifice increases the workload on the left ventricle. In response to
increased after-load, LVH can develop to maintain cardiac function. The LVH response ultimately decompensates

23

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 7, 2022. ; https://doi.org/10.1101/2022.01.06.475272doi: bioRxiv preprint 

https://doi.org/10.1101/2022.01.06.475272
http://creativecommons.org/licenses/by-nc/4.0/


(a) Diastole

(b) Systole

Figure 21: Residence time in (a) diastole, and (b) systole, for increasing eccentricities (left to right) and for
conditions corresponding to a healthy patient at rest: CO = 5lmin−1.

with progressive cell death and fibrosis, driving the transition to symptoms, heart failure, and adverse cardiovascular
events [71, 72, 73]. As a consequence, the present results indicate that more eccentric annulus could enhance the
risk of LVH.

3.3.3 Thrombosis QoIs

In this section, it is observed that increasing eccentricity enhances peak residence time and shear rate regions, thus
increasing the thrombogenic risk according to these biomarkers of leaflet thrombosis.

3.3.3.1 Residence time As explained in section 3.2.3.1, thrombosis is more likely to occur in low flow regions
characterized by large residence times [17, 67, 68]. Figure 22 shows the time- and volume-averaged residence time
in the sinus of Valsalva for different cardiac outputs. Here residence time reaches a minimum for the intermediate
eccentricity, EI = 0.25. However, when visually inspecting the snapshots of residence time at diastole and systole in
Figure 21, it is evident that in both diastole and systole, regions of peak residence time are systematically intensified
as valves become more eccentric. Similarly as in section 3.2.3.1, given that thrombus formation is triggered from
nucleation points, it is important to note that while mean values do not show a monotonic tendency for residence
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Figure 22: Volume- and phase-averaged residence time in the sinus of Valsalva as a function of the eccentricity
index.
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(a) Diastole

(b) Systole

Figure 23: Shear rate in (a) diastole, and (b) systole, for increasing eccentricities (left to right) and for conditions
corresponding to a healthy patient at rest: CO = 5lmin−1.

time as a function of eccentricity, peak residence time does show a monotonically increasing tendency from the
circular to the most eccentric configuration. This result suggests that a high degree of eccentricity not only affects
the valve performance, but also the washout in the sinus of Valsalva.

3.3.3.2 Shear rate Shear rate is associated to thrombogenic risk [20] due its role in platelet activation. Figure
23 shows snapshots of the shear rate in diastole and systole for the CO = 5lmin−1 flow rate conditions. Here it
is observed that as eccentricity increases, the number of vortical structures transitioning towards turbulence are
also increased, generating more shear rate in the flow. Nonetheless, shear rate levels are maintained below 800s−1,
thus still attributed to red clot formation. In diastole peak shear rate structures are located on the aortic faces
of leaflets, in the sinus of Valsalva and downstream in the aorta. The sinus of Valsalva and aortic faces of the
leaflet also present long residence times for the most eccentric valves in Figure 21a. These regions are therefore
considered of high thrombogenic risk. This hypotheses is confirmed when analyzing the predominant thrombus
formation risk points in TAVIs (see Demarchena et al. [74]), which are seen to form on the aortic leaflet faces. In
systole, the largest shear rates are located on the leaflet trailing edges at the sino-tubular junction, where vortices
are formed. In Figure 21b, it is notable that the sino-tubular region also presents long residence times, providing
another potential high thrombogenic risk hot-point.

In Figure 24, time- and volume-averaged residence time in the sinus of Valsalva and aorta are presented for
different cardiac outputs. It is interesting to observe that tendencies of shear rate with respect to eccentricity
are inverted between the sinus of Valsalva and the aorta. For all cardiac outputs, in the sinus of Valsalva the
intermediate eccentricity EI = 0.25 yields the maximum shear rate, while for the aorta this same eccentricity
produces the minimum shear rate. Therefore, a moderate degree of eccentricity could maximize platelet activation
rate in the sinus of Valsalva while minimizing it in the aorta.

3.3.4 Calcification biomarker: von Mises Stresses

As explained in 3.2.4, leaflet stresses have been related to prostheses calcification and structural failure. The von
Mises stress is used to quantify the degree of stress affecting the leaflets as a function of the eccentricity index of
the aortic root. In Figure 26, it can be observed that for the lowest (pathological) cardiac output, an increase in
the eccentricity of the aortic root is translated to an increase in the von Mises stresses. This tendency is inverted
in the healthy rest and exercise working conditions, that is CO = 5 and 8lmin−1.

Figure 25 shows snapshots of the von Mises stresses during systole for the CO = 5lmin−1 conditions for the
different eccentricities. Here it can be seen that while stresses are distributed smoothly for the circular case, they
become increasingly concentrated on leaflet edges and attachments for the most eccentric cases. These results
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(c) CO = 8lmin−1 in SoV
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(d) CO = 3lmin−1 in aorta
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(e) CO = 5lmin−1 in aorta
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(f) CO = 8lmin−1 in aorta

Figure 24: Volume- and phase-averaged shear rate as a function of the eccentricity index of the aortic annulus in
the sinus of Valsalva (above) and aorta (below) for different cardiac outputs (increasing left to right).
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(c) CO = 8lmin−1

Figure 25: Volume- and phase-averaged von Mises stresses of the valve leaflets as a function of the eccentricity
index of the aortic annulus for different cardiac outputs (increasing left to right).

Figure 26: Von Mises stresses in systole for increasing eccentricities (left to right) for conditions corresponding to
healthy patient at rest CO = 5lmin−1.
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show that an increase in eccentricity could be producing a stronger localized concentration of structural stresses,
providing hot-points for calcification.

4 Conclusions and future work

This in silico study demonstrated differences in hydro- and solid-dynamics for a BAVRs of different rigidities and
eccentricities. The FSI model was verified and validated against the widely used FSI3 benchmark from Turek &
Hron [40]. QoIs defined by the ISO 5840-3 standard, GOA and TPG, showed good agreement with respect to the
experimental works of Sigüenza et al. [42] and with respect to the tendencies in Kütting et al. [32]. The effect of
both leaflet rigidity and aortic root eccentricity were also evaluated on biomarkers for thrombosis, residence time
and shear rate, and for the mechanical leaflet stress, a biomarker for leaflet calcification.

Regarding the leaflet rigidity analysis, it was observed that increasing leaflet Young modulus decreases the EOA
while increasing the absolute TPG, exerting an extra workload on the left ventricle. Regions of high thrombogenic
risk were identified as those with peak long residence times and high shear rates. It was observed that the
predominance of these thrombogenically-risky regions increase for more rigid leaflets. Finally, as leaflet rigidity is
increased, peak stresses became more concentrated on both comissures and leaflet attachment points, increasing
potential damage at these locations.

The effects of eccentricity on the performance of BAVRs, and their thrombogenic and calcification risks, are
analyzed in this work. Tendencies for the orifice area from the reference experiment [32] are reproduced, showing
that it is reduced for more eccentric valves in the healthy-patient case for both rest (CO = 5lmin−1) and exercise
(CO = 8lmin−1) conditions. The tendency of increasing TPG for more eccentric valves is reproduced, indicating a
larger load on the left ventricle, potentially increasing risk of LVH and eventually cardiac failure. With respect to
thrombogenic risk, as eccentricity is increased, the regions of peak residence time and shear rate are both intensified,
increasing the risk of thrombus formation. Finally, it is observed that peak leaflet von Mises stresses increase with
stronger eccentricities, enhancing the leaflet calcification risk.

4.1 Limitations

The present study carries some limitations. In the cardiac valve validation cases considered here, neither exact
geometries nor exact pressure boundary conditions were available, limiting the reproducibility of these experiments
[42, 32]. This adds inevitable epistemic errors in this work’s results, particularly in the calculation of the TPGs.
A reference experiment with more precisely registered controlled and independent variables would be optimal for a
comprehensive validation in order to improve its credibility. Moreover, uncertainty quantification of experimental
data would improve the reliability of the numerical-experimental validation. Also regarding boundary conditions
in this work, flow rate is imposed at the inlet. This enables computing TPG or GOA as a function of the imposed
flow rate curve. Nonetheless, it prohibits computing flow rate as a function of TPG. Imposing pressure at the inlet
via a reduced-order compliant model (ie: Windkessel model) would enable computing for instance the regurgitant
volume, a QoI stated in the ISO 5840-3 standard [41]. Moreover, the material model employed for the leaflet
consists of an isotropic Neo-Hookean hyperelastic model. While this material model may be appropriate for the
polyurethane valves used by Sigüenza et al. [42] and modeled in section 3.2, the TAVI used in Kütting et al.
[32] and modeled in section 3.3 is made out of porcine pericardium, an anisotropic material which may be more
accurately modeled by a Fung-type material. Moreover material parameters are not accurately detailed in Sigüenza
et al. [42], providing additional potential sources of error. Another limitation of the current work, and most of
the available bibliography involving 2-way FSI methods, is that no pre-stresses where considered for the deployed
configuration given the oversize with respect to the aortic annulus. Including these would provide more realistic
stresses, and furthermore enable quantifying the forces involved between leaflets, TAVI frames and aortic annulus,
an important consideration for design and optimization of heart valve prostheses. Nonetheless, as mentioned in
Kütting et al. [32], the degree of oversizing used in the experiment was minimal, so that this effect is minimized in
the validation of the eccentricity study.

4.2 Future work

This work represents the first application of the immersed FSI implementation for deformable solids in Alya. The
framework presented here is a demonstration of the potential power of this computational tool to evaluate the
performance and risks of heart valve devices. The overarching goals of this computational model are two-fold.
The first objective is to carry out these evaluations on thousands of bioprostheses designs in populations of virtual
patients with a range of comorbidities, while running in short execution times. Second, this same model will be
applied in clinical scenarios to aid planning of clinical interventions, by simulating different scenarios before carrying
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them out on real patients. The next steps towards these objectives are, first of all, to improve the efficiency of the
implementation. Second, the accuracy of the current model will be improved by including pre-stresses, anisotropic
models and aortic chamber deformation by coupling the immersed FSI with the ALE framework. Third, the model
will be introduced in the verification, validation and uncertainty quantification (VVUQ) pipeline developed by the
authors’ research group [75] to exhaustively verify and validate this model against in silico experiments. Fourth,
the heat valve model introduced here will be coupled to the existing fluid-electromechanical model of the human
heart implemented in Alya [76]. This will enable simulating more complex physiological problems involving tight
interaction between the different components of the heart. Finally, the model will be placed in the virtual population
interface developed by ELEM Biotech [77], resulting in a service which can be rapidly run on an HPC-cloud for
applications in device design, in silico clinical trials and clinical planning.
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[54] Gövert S, Mira D, Zavala-Ake M, Kok J, Vázquez M, Houzeaux G. Heat loss prediction of a confined
premixed jet flame using a conjugate heat transfer approach. International Journal of Heat and Mass
Transfer 2017; 107: 882-894. http://dx.doi.org/https://doi.org/10.1016/j.ijheatmasstransfer.2016.10.122 doi:
https://doi.org/10.1016/j.ijheatmasstransfer.2016.10.122
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[56] Santiago A, Zavala-Aké M, Borell R, Houzeaux G, Vázquez M. HPC compact quasi-
Newton algorithm for interface problems. Journal of Fluids and Structures 2020; 96: 103009.
http://dx.doi.org/10.1016/j.jfluidstructs.2020.103009 doi: 10.1016/j.jfluidstructs.2020.103009

31

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 7, 2022. ; https://doi.org/10.1101/2022.01.06.475272doi: bioRxiv preprint 

https://doi.org/10.1101/2022.01.06.475272
http://creativecommons.org/licenses/by-nc/4.0/


[57] Oyarzun G, Mira D, Houzeaux G. Performance assessment of CUDA and OpenACC in large scale combustion
simulations. 2021.

[58] Dunne T, Rannacher R. Adaptive Finite Element Approximation of Fluid-Structure Interaction Based on
an Eulerian Variational Formulation. In: Bungartz HJ, Schäfer M. , eds. Fluid-Structure InteractionSpringer
Berlin Heidelberg; 2006; Berlin, Heidelberg: 110–145.

[59] Heil M, Hazel AL, Boyle J. Solvers for large-displacement fluid–structure interaction problems: segregated
versus monolithic approaches. Computational Mechanics 2008; 43: 91-101.

[60] Sun X, Steve Suh C, Sun C, Yu B. Vortex-induced vibration of a flexible splitter
plate attached to a square cylinder in laminar flow. Journal of Fluids and Structures
2021; 101: 103206. http://dx.doi.org/https://doi.org/10.1016/j.jfluidstructs.2020.103206 doi:
https://doi.org/10.1016/j.jfluidstructs.2020.103206
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