
Visual speech is processed differently in auditory and visual 1 

cortex: evidence from MEG and partial coherence analysis 2 

Abbreviated title: Speech processing in auditory and visual cortex 3 

 4 

Máté Aller1, Heidi Solberg Økland1, Lucy J. MacGregor1, Helen Blank2, Matthew H. Davis1 5 

1MRC Cognition and Brain Sciences Unit, University of Cambridge, Cambridge, UK 6 

2University Medical Center Hamburg-Eppendorf, Hamburg, Germany 7 

 8 

Corresponding Author: Máté Aller <mate.aller@mrc-cbu.cam.ac.uk> 9 

 10 

 11 

 12 

 13 

 14 

 15 

 16 

 17 

Conflict of interest statement: The authors declare that no competing interests exist.  18 

Acknowledgements:  19 

This work was supported by MRC funding of the Cognition and Brain Sciences Unit, supporting MA, 20 

LJM, HB, MHD (SUAG/044 G101400). HSØ was supported by a PhD award from the Cambridge 21 

Trusts. We would like to thank Clare Cook and Saskia Helbling for their assistance with data 22 

collection, Gemma Crickmore and Simon Strangeways for their assistance in recording and editing 23 

the speech stimuli. 24 

Author Contributions: 25 

Conceptualization: HSØ, HB, and MHD; Methodology: HSØ and MHD; Software: MA, LJM and HSØ; 26 

Formal Analysis: MA, HSØ and MHD; Investigation: HSØ, MHD; Resources: MHD; Data Curation: MA 27 

and HSØ; Writing - Original Draft: MA and MHD; Writing - Review & Editing: MA, HSØ, LJM, HB and 28 

MHD; Visualization: MA and MHD; Supervision: MHD; Funding Acquisition: MHD, HSØ.  29 

  30 

.CC-BY 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted December 19, 2021. ; https://doi.org/10.1101/2021.12.18.472955doi: bioRxiv preprint 

https://doi.org/10.1101/2021.12.18.472955
http://creativecommons.org/licenses/by/4.0/


Abstract 31 

Speech perception in noisy environments is enhanced by seeing facial movements of communication 32 

partners. However, the neural mechanisms by which audio and visual speech are combined are not 33 

fully understood. We explore MEG phase locking to auditory and visual signals in MEG recordings from 34 

14 human participants (6 female) that reported words from single spoken sentences. We manipulated 35 

the acoustic clarity and visual speech signals such that critical speech information is present in 36 

auditory, visual or both modalities. MEG coherence analysis revealed that both auditory and visual 37 

speech envelopes (auditory amplitude modulations and lip aperture changes) were phase-locked to 38 

2-6Hz brain responses in auditory and visual cortex, consistent with entrainment to syllable-rate 39 

components. Partial coherence analysis was used to separate neural responses to correlated audio-40 

visual signals and showed non-zero phase locking to auditory envelope in occipital cortex during audio-41 

visual (AV) speech. Furthermore, phase-locking to auditory signals in visual cortex was enhanced for 42 

AV speech compared to audio-only (AO) speech that was matched for intelligibility. Conversely, 43 

auditory regions of the superior temporal gyrus (STG) did not show above-chance partial coherence 44 

with visual speech signals during AV conditions, but did show partial coherence in VO conditions. 45 

Hence, visual speech enabled stronger phase locking to auditory signals in visual areas, whereas 46 

phase-locking of visual speech in auditory regions only occurred during silent lip-reading. Differences 47 

in these cross-modal interactions between auditory and visual speech signals are interpreted in line 48 

with cross-modal predictive mechanisms during speech perception. 49 
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Significance Statement 51 

Verbal communication in noisy environments is challenging, especially for hearing-impaired 52 

individuals. Seeing facial movements of communication partners improves speech perception when 53 

auditory signals are degraded or absent. The neural mechanisms supporting lip-reading or audio-visual 54 

benefit are not fully understood. Using MEG recordings and partial coherence analysis we show that 55 

speech information is used differently in brain regions that respond to auditory and visual speech. 56 

While visual areas use visual speech to improve phase-locking to an auditory component of speech, 57 

auditory areas do not show phase-locking to visual speech unless auditory speech is absent and visual 58 

speech is used to substitute for missing auditory signals. These findings highlight brain processes that 59 

combine visual and auditory signals to support speech understanding.  60 
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Introduction 62 

Speech is the most important form of human communication and understanding speech in face-to-63 

face conversation is a key part of that skill. Many types of adverse listening conditions decrease speech 64 

intelligibility, such as listening to a speaker with a foreign accent, in the presence of background noise 65 

or with a hearing impairment (see Mattys et al., 2012 for a review). Seeing the face of the conversation 66 

partner benefits speech comprehension in all such adverse conditions, both in healthy people and 67 

those with hearing impairment (Sumby and Pollack, 1954; Erber, 1975; Summerfield et al., 1992). Yet, 68 

the neural mechanisms of this benefit are still not fully understood. Behavioural evidence suggests 69 

that mouth movements are the main carrier of visual speech information. For example, eye-tracking 70 

demonstrates that listeners fixate the mouth more often when speech is harder to understand (Yi et 71 

al., 2013) and  selective masking of oral movements is detrimental to comprehension (Thomas and 72 

Jordan, 2004). Furthermore, people with better silent lip reading ability benefit more from visual 73 

speech when listening to audio-visual speech (MacLeod and Summerfield, 1987).  74 

Extensive research indicates that neural activity in auditory cortex synchronizes, or entrains (in a broad 75 

sense, see Obleser and Kayser, 2019), to temporally regular stimuli (Lakatos et al., 2005). Importantly, 76 

several studies demonstrated neural entrainment to auditory speech signals including their temporal 77 

envelope (Giraud and Poeppel, 2012; Peelle and Davis, 2012; Gross et al., 2013; Peelle et al., 2013; 78 

Ding and Simon, 2014). Additionally, there is close temporal correspondence between the auditory 79 

(acoustic envelope) and visual (lip aperture area) components of speech (Chandrasekaran et al., 2009). 80 

The prediction follows, that neural responses also track visual speech signals. Indeed, neural responses 81 

entrain to speakers’ lip movements in various listening situations: clear audio-visual speech from a 82 

single speaker (Luo et al., 2010; Micheli et al., 2020; Mégevand et al., 2020), clear audio-visual speech 83 

from multiple speakers (Zion Golumbic et al., 2013; Park et al., 2016), silent visual-only speech 84 

(O’Sullivan et al., 2017; Hauswald et al., 2018; Bourguignon et al., 2020; Nidiffer et al., 2021), and 85 

audio-visual speech-in-noise (Keitel et al., 2018). Here, we investigated how visual and auditory speech 86 
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signals are combined to support comprehension without segregation of speech and background noise. 87 

We used noise-vocoded speech (Shannon et al., 1995) which is a form of intrinsic speech degradation 88 

with reduced spectral detail similar to that conveyed to hearing impaired individuals using a cochlear 89 

implant. Understanding such degraded speech is challenging even when a single sound source is 90 

present and is improved by visual speech. We hypothesized a mechanism by which such improvement 91 

can occur whereby neural entrainment to visual speech facilitates neural phase locking to degraded 92 

auditory speech (Peelle and Sommers, 2015).  93 

Participants listened to audio-visually presented sentences and repeated as many words as they could 94 

in each sentence. We factorially manipulated the acoustic clarity of the sentences (high vs. low) using 95 

noise vocoding and the availability of visual speech (present vs. absent). This enabled us to assess how 96 

neural phase-locking to speech changes in response to increased sensory detail emanating from 97 

different sensory modalities (i.e., auditory or visual). To measure neural phase-locking to speech 98 

signals we collected magnetoencephalography (MEG) recordings and computed their phase 99 

coherence with i) the acoustic envelope of the auditory speech signal and ii) the time course of the 100 

instantaneous area of the speakers’ lip aperture (visual speech envelope) extracted from the sentence 101 

stimuli.  102 

We replicated previous results showing that auditory and visual coherence effects emerge 103 

predominantly in temporal and occipital areas, respectively. We go beyond these by using partial 104 

coherence analysis to assess entrainment to auditory envelope signals in visual cortex and vice-versa 105 

for visual envelope signals in auditory regions. Given the previously shown coherence of auditory and 106 

visual speech signals, partial coherence analysis allows tests for true cross-modal influences in which 107 

additional neural variance is explained by auditory signals over and above entrainment to the visual 108 

input (and vice-versa).  109 
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Materials and Methods 110 

Participants 111 

Seventeen right-handed participants took part in the study after giving informed written consent.  One 112 

participant did not finish the experiment and data from two participants were excluded because: (1) 113 

they were subsequently revealed to not be a native speaker of English or (2) data showed excessive 114 

MEG artefacts. The remaining 14 participants (6 females, mean age ± SD = 28 ± 7 years) were native 115 

speakers of British English and had no history of hearing impairment or neurological diseases based 116 

on self-report. The experiment was approved by the Cambridge Psychology Research Ethics 117 

Committee and was conducted in accordance with the Declaration of Helsinki.  118 

Experiment design 119 

Participants watched and listened to video clips of a speaker producing single sentences. We 120 

manipulated acoustic clarity (high vs. low) using noise vocoding (see Stimuli and procedure) and the 121 

availability of visual speech (present or absent) in a 2 x 2 factorial design resulting in 4 conditions: 122 

audio-only high clarity (AOhigh), audio-only low clarity (AOlow), audio-visual high clarity (AVhigh) and 123 

audio-visual low clarity (AVlow). A fifth condition with silent visual-only speech (VO) was also included 124 

(Fig. 1A).  125 

 126 

Figure 1. Experiment design and example trial. A. Experiment design. B. Trial diagram showing the 127 

order and timing of events in a representative trial (top). Time course of the extracted auditory 128 

(acoustic envelope) and visual speech signals (lip aperture area) for an example sentence (bottom).  129 
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Stimuli and procedure 130 

A total of 275 meaningful sentences were used ranging in length from 8 to 21 words (mean ± SD = 131 

14.0 ± 1.9) and in duration from 3.72 to 7.02 s (mean ± SD = 5.13 ± 0.59). All were produced by a 132 

female native speaker of British English and recorded using a digital video camera (Panasonic AG-133 

AF101 HD) and external microphone (RØDE NTG2 Shotgun). Video and audio were digitized at 48 kHz, 134 

16 bit and edited using Adobe Premiere Pro CS6, Adobe Audition 3.0, Praat 135 

(https://www.fon.hum.uva.nl/praat/), and Matlab (MathWorks Inc.). The video clips depicted the 136 

speaker’s face in front of a neutral background (see Fig. 1B). Video clips of 55 different sentences were 137 

presented in each of the 5 conditions (AOhigh, AOlow, AVhigh, AVlow, and VO) in random order. Each of 138 

the sentences was presented once for each participant and the particular sentences assigned to each 139 

condition were randomized across participants.  140 

The availability of visual speech was manipulated by either including the video of the speaker 141 

producing the actual sentences (visual speech present) or including a video of the face of the speaker 142 

while they were not speaking (visual speech absent). Acoustic clarity was manipulated using noise 143 

vocoding (Shannon et al., 1995), based on a protocol used in a previous experiment (Zoefel et al., 144 

2020). Briefly, the speech signal was first filtered into 16 logarithmically spaced frequency bands 145 

between 70 and 5000 Hz, and the amplitude envelopes were extracted for each band (half-wave 146 

rectified, low-pass filtered below 30 Hz). The envelope for each of those frequency bands, 𝑒𝑛𝑣(𝑏), 147 

was then mixed with the broadband envelope, 𝑒𝑛𝑣(𝑏𝑟𝑜𝑎𝑑𝑏𝑎𝑛𝑑), of the same speech signal in 148 

proportion 𝑝, to yield an envelope for each frequency band 𝑒𝑛𝑣𝑓𝑖𝑛𝑎𝑙(𝑏).  149 

 𝑒𝑛𝑣𝑓𝑖𝑛𝑎𝑙(𝑏) = 𝑒𝑛𝑣(𝑏) ∗ 𝑝 + 𝑒𝑛𝑣(𝑏𝑟𝑜𝑎𝑑𝑏𝑎𝑛𝑑) ∗ (1 − 𝑝) (1) 150 

The envelopes were then used to modulate white noise in their respective frequency bands and the 151 

resulting signals were recombined. If 𝑝 = 0, then each of the narrowband envelopes become identical 152 

to the broadband envelope, hence the resulting signal is equivalent to 1-channel vocoded speech, 153 

which is unintelligible (Peelle et al., 2013). Conversely, if 𝑝 = 1, the resulting signal is equivalent to 154 
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16-channel vocoded speech which is fully intelligible (Peelle et al., 2013). This procedure enabled more 155 

precise control over acoustic clarity than achieved by changing the number of vocoder channels (see 156 

Zoefel et al., 2020 for another use of this method). In our experiment we used 𝑝 = 0.2 and 𝑝 = 0.7 157 

for the low and high acoustic clarity conditions, respectively. The exact values for 𝑝 were determined 158 

in a separate pilot experiment such that the mean word report accuracy across participants was at an 159 

intermediate value (around 50% word report) and listeners achieved approximately equal word report 160 

accuracy in AOhigh and AVlow conditions. In the visual-only condition the silent video of the speaker 161 

producing the sentence was presented.  162 

Stimuli were delivered using Psychtoolbox version 3 (Brainard, 1997; Kleiner et al., 2007) running on 163 

Matlab 2014a. Each trial started with a fixation period where the non-speaking face of speaker was 164 

presented. After a delay of 1-1.3 s (uniformly sampled from 1, 1.1, 1.2 or 1.3 s) the sentence was 165 

presented, followed by a variable fixation period of 0.5-0.65 s (uniformly sampled from 0.5, 0.55, 0.6 166 

and 0.65 s). Finally, participants were prompted by a brief (0.5 s) response cue to report verbally as 167 

many words as they could comprehend from the sentence or say “I don’t know” if they could not 168 

identify any words (Fig. 1B). The trial ended when participants pressed a button with their right hand 169 

indicating that they had finished speaking. Participants were instructed to fixate on the speaker’s face 170 

throughout the experiment. Participants received a short period of behavioural practice to familiarize 171 

themselves with vocoded speech at different levels of acoustic clarity. Sentence presentation was 172 

paired with a written transcription of each sentence to ensure efficient perceptual learning (Davis et 173 

al., 2005). They also practiced the word report task for vocoded speech before the main MEG 174 

experiment.  175 

Data acquisition and pre-processing 176 

The verbal word report responses were audio recorded for off-line transcription. The transcription 177 

and word report accuracy scoring were done semi-automatically using custom python code. First, the 178 

verbal responses were processed with a speech recognition algorithm (python SpeechRecognition 179 
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library; https://pypi.org/project/SpeechRecognition/) and the transcribed responses were manually 180 

checked. Then, for each sentence, the transcribed responses were compared to the corresponding 181 

original sentences using custom python code. The word report accuracy score was computed as the 182 

percentage of words correctly recognized irrespective of word order and averaged across sentences 183 

within each of the 5 conditions (AOhigh, AOlow, AVhigh, AVlow, and VO) separately for each participant.  184 

Magnetic fields were recorded with a VectorView system (Elekta Neuromag) containing a 185 

magnetometer and two orthogonal planar gradiometers at each of 102 positions within a hemispheric 186 

array. Electric potentials were simultaneously recorded using 70 Ag/AgCl sensors according to the 187 

extended 10–10 system (EasyCap) and referenced to a sensor placed on the nose. All data were 188 

digitally sampled at 1 kHz and filtered between 0.03-330 Hz. Head position and EOG activity were 189 

continuously monitored using four head position indicator (HPI) coils and two bipolar electrodes, 190 

respectively. A 3D digitizer (Polhemus Fastrak) was used to record the positions of the EEG sensors, 191 

HPI coils, and ~70 additional points evenly distributed over the scalp, relative to three anatomical 192 

fiducial points (the nasion and left and right pre-auricular points). Data from EEG sensors were not 193 

analysed further. Data from the MEG sensors (magnetometers and gradiometers) were processed 194 

using the temporal extension of Signal Source Separation (tSSS; Taulu and Simola, 2006) as 195 

implemented in Maxfilter 2.2 (Elekta Neuromag) to suppress noise sources, compensate for head 196 

movements, and interpolate any sensors that generated poor quality data. Finally, a band stop filter 197 

at 50 Hz was applied and the data were downsampled to 250 Hz. Further processing was performed 198 

using MNE-Python (Gramfort et al., 2013) and FieldTrip (Oostenveld et al., 2011).  For each participant, 199 

data were concatenated across the 5 recording blocks.   To reduce the influence of eye movement and 200 

cardiac activity related artefacts, an independent component analysis (ICA, FastICA method 201 

Hyvarinen, 1999) was performed. Before ICA fitting, the data were filtered between 1-45 Hz, whitened 202 

(decorrelated and scaled to unit variance), and their dimensionality reduced by means of principal 203 

component analysis (PCA). The first n PCA components explaining the cumulative variance of 0.9 of 204 

the data were entered in the ICA decomposition. The computed ICA filters were applied on the 205 
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concatenated raw data. Between-participant differences in head position were compensated for by 206 

transforming MEG data from each participant to the mean sensor array across participants using 207 

MaxFilter 2.2. Finally, epochs were extracted time locked to the onset of the speaker’s mouth 208 

movement (0-5 s).  209 

To measure neural phase coherence with auditory and visual speech, we created two speech signals 210 

from each of the stimulus video clips: (i) the acoustic envelope of the auditory speech and (ii) the time 211 

course of the instantaneous area of the speakers’ lip aperture (Fig. 1B). For each sentence, the 212 

amplitude envelope of the auditory speech signal was extracted using custom Matlab code following 213 

a standard sequence of steps similar to noise vocoding:  full wave rectification and low-pass filtering 214 

at 30 Hz. The lip aperture envelope of the speaker was computed using custom Matlab code from 215 

(Park et al., 2016). Briefly, for each frame, the lip contour of the speaker was extracted and the area 216 

within the lip contour was calculated. To match the amplitude and sampling rate of the auditory and 217 

visual speech envelopes to the MEG signal, they were scaled by a factor of 10-10 and 10-15 respectively 218 

and resampled to 250 Hz.  219 

For each participant, high-resolution structural MRI images (T1-weighted) were obtained using a 220 

GRAPPA 3-D MPRAGE sequence (resolution time = 2250 msec, echo time = 2.99 msec, flip angle = 9°, 221 

and acceleration factor = 2) on a 3T Tim Trio MR scanner (Siemens) with 1 × 1 × 1 mm isotropic voxels. 222 

MRI images were segmented with FreeSurfer (Fischl, 2012) using the default parameter settings.  223 

Speech signal analysis and statistics 224 

To relate the auditory envelope (i.e., the broadband acoustic speech envelope) to the lip aperture 225 

envelope (i.e., the visual component of speech), we computed their coherence. First, the data were 226 

transformed to frequency domain using a fast Fourier transform (FFT) applied to the entire auditory 227 

and visual speech signals using a Hanning window, producing spectra with a frequency resolution of 228 

0.5 Hz between 0.5 and 20 Hz. Then, the cross-spectral density was computed between the two 229 

signals. Finally, the coherence was computed between the two signals 𝑖 and 𝑗 for each frequency 𝑓 as 230 
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the magnitude of the cross-spectral density (𝐶𝑆𝐷) divided by the square root of the power spectra of 231 

both signals:  232 

 𝐶𝑜ℎ𝑖,𝑗(𝑓) =
|𝐶𝑆𝐷𝑖,𝑗(𝑓)|

√𝑃𝑜𝑤𝑖(𝑓) 𝑃𝑜𝑤𝑗(𝑓)
 (2) 233 

We fitted a linear function to the log-log transformed power spectra of the auditory and visual speech 234 

signals to illustrate their natural 1/𝑓 noise profile (Fig. 2A, Chandrasekaran et al., 2009).  235 

We performed permutation tests to establish at which frequencies the auditory and visual speech 236 

signals were coherent. We randomly permuted the assignment of auditory and visual speech signals 237 

5000 times generating a null distribution of permuted coherence values. Then, for each frequency, we 238 

computed the proportion of permuted coherence values greater than the observed coherence value 239 

(Fig. 2B) equivalent to a one-tailed p-value. To control for multiple comparisons across frequencies, 240 

we applied Bonferroni correction.   241 

Behavioural data analysis and statistics 242 

Word report accuracies for each participant were entered in a 2 (acoustic clarity high vs. low) x 2 243 

(visual speech present vs. absent) repeated measures ANOVA and the main effects of acoustic clarity 244 

and availability of visual speech were reported (Fig. 2C). We also computed the Pearson correlation 245 

between word report accuracy in VO condition (as an index of lip reading ability) and the word report 246 

accuracy difference between AVlow and AOhigh conditions (expressing the relative benefit that 247 

participants received from providing ‘visual’ or ‘auditory’ speech signals compared to the most difficult 248 

AOlow condition). Importantly these two methods are independent under the null hypothesis and show 249 

considerable variation across participants (Fig. 2D).  250 

To test the distribution of the visual preference index for unimodality, we computed Hartigan’s dip 251 

statistic (Hartigan and Hartigan, 1985) and its corresponding p-value. The dip statistic expresses the 252 

maximum distance between the empirical distribution and the best fitting unimodal distribution on a 253 
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scale between 0 and 1. The null hypothesis of the test is unimodal distribution; hence a significant test 254 

statistic is interpreted as evidence for non-unimodal, i.e., at least bimodal distribution.  255 

MEG data analysis and statistics 256 

To measure neural phase coherence with auditory and visual speech at the sensor level, we computed 257 

the coherence between the magnetometers and the auditory and visuals speech signals, respectively, 258 

in line with previous studies (Peelle et al., 2013). This analysis was conducted to establish MEG-259 

auditory (i.e., between neural and auditory envelope) and MEG-visual coherence effects (i.e., 260 

coherence between the neural signal and visual envelope). Basic MEG-auditory and MEG-visual 261 

coherence was established in analyses including all conditions with an auditory (i.e., AOhigh, AOlow, 262 

AVhigh, AVlow) or visual signal (i.e., AVhigh, AVlow, VO), respectively. Coherence was computed between 263 

1-20 Hz at 1 Hz increments. For each participant, we also computed the coherence for 100 random 264 

pairings of auditory/visual and neural data, making sure that none of the auditory/visual signals were 265 

paired with their original neural signal pair. These permutations were then averaged for each 266 

participant to produce coherence maps which provide an estimate of the baseline coherence values 267 

that can be expected by chance. The difference between this permuted coherence measure and 268 

observed coherence for the true pairing of auditory/visual signals and neural responses is normally 269 

distributed, no longer bounded between 0 and 1 and is expected to be zero under the null hypothesis 270 

of no coherence between sensory and neural signals. This is a more suitable dependent variable for 271 

statistical tests and hence we report the difference between true and permuted coherence in all 272 

analyses. We performed cluster-based non-parametric permutation tests (Maris and Oostenveld, 273 

2007) to test if there is reliable coherence to auditory and/or visual speech above chance (i.e., true - 274 

permuted coherence > 0). The frequency range of the test was restricted to frequencies exhibiting 275 

greater-than-chance coherence between the auditory and visual envelopes, (i.e., 2-8 Hz, see Figure 2B 276 

and results).  277 
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Source space analysis was performed in MNE-Python (Gramfort et al., 2013). For each participant, 278 

MEG sensor positions were co-registered with the individual MRI images and visually verified. The 279 

forward solution was computed using a one-layer boundary element model (BEM) based on each 280 

participant’s inner skull mesh obtained from the FreeSurfer segmentation of individual anatomical 281 

MRI images. We used dynamic imaging of coherent sources (DICS, Gross et al., 2001) to determine the 282 

spatial distribution of brain areas coherent to the auditory and visual speech signals (Peelle et al., 283 

2013). Cortico-auditory and cortico-visual coherence source maps were computed at 4096 vertices in 284 

each hemisphere, in increments of 0.2 Hz between 2-6 Hz and averaged across frequencies before 285 

group statistics. The frequency range was based on the frequency extent of the significant clusters 286 

observed in the basic MEG-auditory and MEG-visual coherence effects in sensor space. It has been 287 

shown previously that the auditory and visual speech signals are coherent in audio-visual speech 288 

(Chandrasekaran et al., 2009), a finding which we also confirmed for our stimulus materials. It is thus 289 

possible that some of the observed cortico-auditory coherence effects could be accounted for by the 290 

visual signal (e.g., in occipital cortex), and vice-versa for cortico-visual coherence in auditory cortex. 291 

To rule out this possibility, we computed partial coherence (Rosenberg et al., 1998) between neural 292 

and auditory/visual speech signals (i.e., cortico-auditory coherence after removing coherence 293 

explained by the visual signal and cortico-visual coherence after  removing coherence explained by 294 

the auditory signal) which we once more compared to null distributions based on computing partial 295 

coherence for 100 random combinations of auditory/visual and neural data.  296 

To rule out the possibility that our results were biased by imbalanced number of trials between the 297 

conditions being compared (e.g., when comparing AV and VO conditions, the latter only included 55 298 

trials, half of the former condition), we re-computed the coherence/partial coherence for the more 299 

abundant condition with subsampling. More specifically, we randomly sampled trials from the more 300 

abundant condition without replacement to match the number of trials in the less abundant condition 301 

and computed the coherence/partial coherence. This procedure was repeated 100 times with a new 302 
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random sample of trials, then the resulting coherence or partial coherence values were averaged 303 

across the 100 repetitions.  304 

We defined two regions of interest (ROI) based on the anatomical parcellation by (Destrieux et al., 305 

2010): superior temporal gyrus (STG, i.e., lateral aspect of the superior temporal gyrus) and occipital 306 

cortex (OCC, including inferior occipital gyrus and sulcus, cuneus, middle and superior occipital gyri, 307 

occipital pole, middle and superior occipital sulci, lunatus sulcus, and transverse occipital sulcus). For 308 

each participant, true and permuted coherence values were averaged across vertices within each ROI 309 

and were entered in group level statistics.  310 

All statistical tests on MEG data were performed at the second, between-subjects level. In the sensor 311 

space analysis we used cluster-based non-parametric permutation tests (Maris and Oostenveld, 2007) 312 

based on the t-statistic to identify clusters in the 102 channels x 7 frequencies (2-8 Hz) data space that 313 

exhibit greater true than permuted coherence between neural and auditory/visual speech signals. 314 

These second level tests were based on 5000 permutations, using a cluster-defining threshold of p < 315 

0.05 and a test threshold of p < 0.05.  316 

For statistical analysis in source space the individual source coherence maps were first morphed onto 317 

the average brain provided by FreeSurfer (‘fsaverage’). In the whole-brain source analysis we 318 

performed the same cluster-based permutation tests. We used a more stringent cluster defining 319 

threshold of p < 0.005 for assessing overall cortico-auditory and cortico-visual coherence; this assisted 320 

with the clarity of visualisation given the very reliable results shown for this analysis. We used a cluster 321 

defining threshold of p < 0.05 with cortico-auditory and cortico-visual coherence after partialling out 322 

visual and auditory signals, respectively.  323 

For the ROI analyses we first subtracted the permuted whole-brain partial coherence from the true 324 

partial coherence maps in each condition. Then we averaged the vertex-level true-minus-permuted 325 

coherence values within each bilateral ROI and performed paired t-tests across participants. We 326 

computed a one-tailed p-value when comparing true-permuted partial coherence to 0 as true 327 
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coherence is expected to be greater than permuted. For comparisons of true-permuted partial 328 

coherence between two conditions, we computed a two-tailed p-value.  329 

Results 330 

Audio-visual properties of sentences 331 

First, we characterized the properties of the speech signals in the set of sentence stimuli. We 332 

performed a frequency analysis on the auditory and visual speech signals and fitted a 1/f function to 333 

the average power spectra across sentences to indicate the expected noise profile (Voss and Clarke, 334 

1975) (Fig. 2A). The residual power spectra showed a maximum between 2-8 Hz consistent with 335 

previous findings (Chandrasekaran et al., 2009; Peelle et al., 2013). Previous results also indicated that 336 

the auditory and visual speech signals are closely coupled (Chandrasekaran et al., 2009), hence we 337 

conducted a coherence analysis between the auditory and visual speech signals (Fig. 2B). The 338 

coherence spectrum also shows a clear peak between 2-8 Hz (see shaded area in Fig. 2B). Permutation 339 

tests confirmed this observation, concluding that coherence between auditory and visual speech 340 

signals was above chance between 2-8 Hz (p < 0.05, corrected for multiple comparisons). This analysis 341 

as well as previous literature informed our subsequent analyses of coherence between neural and 342 

speech signals, allowing us to narrow our focus to the frequency range for which audio-visual 343 

interactions are expected.  344 
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 345 

Figure 2.  Stimulus characteristics and behavioural results. A. Power spectra and fitted 1/f noise 346 

profiles of auditory and visual speech signals. B. Coherence between auditory and visual speech signals 347 

across frequencies. Dashed lines indicate significance level, corrected for multiple comparisons, 348 

shading indicates 2-8 Hz range with greater-than-chance audio-visual coherence. C. Group level word 349 

report accuracies (mean ± SEM) overlayed with individual data across conditions. The right side of the 350 

figure shows the individual differences between AOhigh and AVlow conditions matched for overall 351 

intelligibility. D. Correlation across participants between visual preference index (word report 352 

difference between AVlow and AOhigh) and lip reading ability (word report accuracy in VO). Marginal 353 

distributions for the two variables are displayed at the top and right hand side, respectively. (AO: 354 

audio-only, AV: audio-visual, VO: visual-only, *** p < 0.001) 355 
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Behavioural results 356 

We collected and scored participants’ word reports for accuracy and computed the average word 357 

report accuracies across sentences separately for each condition (Fig. 2C). As expected, word report 358 

accuracy was lowest in the AOlow condition (mean ± SEM: 1.95% ± 0.67%; similar to 1 channel vocoded 359 

speech (see Peelle et al., 2013; Sohoglu et al., 2014; Zoefel et al., 2018). Both increased acoustic clarity 360 

and visual speech improved word report accuracy as indicated by significant main effects (acoustic 361 

clarity: low (mean ± SEM): 19.63% ± 5.99% vs. high (mean ± SEM): 56.72% ± 6.93%, F(1,13) = 245.4, p 362 

< 0.0001; visual speech: AO (mean ± SEM): 17.67% ± 4.64% vs. AV (mean ± SEM): 58.68% ± 7.14%, 363 

F(1,13) = 344.3, p < 0.0001). Their interaction was also significant (F(1,13) = 10.4, p = 0.0066), but this 364 

might reflect non-linearities in the accuracy measure which in some conditions approached maximum 365 

and minimum values. Simple effects of acoustic clarity for AO and AV speech, and simple effects of 366 

visual speech for high and low clarity speech were all reliable (t(13) > 6.6, p < 0.0001). Word report 367 

accuracy in visual only speech (VO) was also relatively low but showed higher variability than AOlow 368 

(mean ± SEM: 7.47 ± 2.28). Importantly, our manipulation of acoustic clarity based on data from a pilot 369 

experiment ensured that sentences in AOhigh and AVlow conditions were approximately equally 370 

intelligible (AOhigh (mean ± SEM): 33.39% ± 2.50%; AVlow (mean ± SEM): 37.31% ± 5.09%). Bayesian 371 

paired t-test on word report accuracies between these two conditions provided approximately 3 times 372 

stronger evidence in favour of the null-hypothesis of no difference than the alternative (t(13) = 0.69, 373 

p = 0.504, BF01 = 3.02). These conditions therefore enabled us to compare two conditions with 374 

different sources of additional speech information (i.e., increased acoustic clarity in AOhigh and low 375 

acoustic clarity supported by visual speech in AVlow) with minimal intelligibility confound (Fig. 2C and 376 

D). This analysis revealed marked differences across participants: some benefitted more from the 377 

additional visual speech signal than from the increased acoustic clarity (compare lines with positive 378 

and negative slopes in Fig. 2C right). We quantified this by computing the difference in word report 379 

accuracies between AVlow and AOhigh. This ‘visual preference index’ appeared to follow a bimodal 380 

distribution (see marginal distributions in Fig. 2D). To confirm our visual observation, we tested the 381 
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data for unimodality using Hartigan’s dip statistic (Hartigan and Hartigan, 1985), however the results 382 

(D = 0.0925, p = 0.3588) did not provide reliable evidence for non-unimodal distribution perhaps 383 

because of our relatively small sample of listeners. Nevertheless, the visual preference index 384 

correlated with participant’s lipreading ability (as indexed by word report accuracy in VO). The better 385 

participants were able to lipread (i.e., report words in silent speech), the more they benefitted from 386 

the additional visual speech signal (Pearson’s r(12) = 0.782, p < 0.001, Fig. 2D).  387 

Coherence between neural signals and speech 388 

First, we established the basic coherence between MEG and the auditory/visual speech signals in 389 

sensor space. We computed the coherence between signals recorded from each magnetometer and 390 

the auditory speech signal in all conditions containing auditory speech signals (i.e., AOhigh, AOlow, AVhigh 391 

and AVlow), and the coherence between each magnetometer and the visual speech signal in all 392 

conditions containing visual speech signals (i.e., AVhigh and AVlow, VO). We also computed the 393 

corresponding ‘permuted’ coherence maps by randomly pairing magnetometer signals with 394 

auditory/visual speech signals from other trials (see MEG data analysis for details). This estimated a 395 

null distribution for the degree of coherence that can be expected by chance. We contrasted the true 396 

and permuted coherence values using a cluster-based permutation test across participants (Maris and 397 

Oostenveld, 2007). This analysis revealed that brain responses phase locked to both auditory and 398 

visual speech as indicated by significantly above-chance coherence between magnetometer and 399 

auditory/visual speech signals (Fig. 3A). The cluster-based permutation tests revealed bilateral clusters 400 

phase locked to auditory speech (p = 0.0002, corrected) and a posterior cluster phase locked to visual 401 

speech (p = 0.0002, corrected), both spanning frequencies between 2-6 Hz (Fig. 3A). Based on these 402 

results, we further narrowed our frequency range of interest to 2-6 Hz in subsequent analyses of 403 

neural sources.  404 
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  405 

Figure 3. Coherence between neural and speech signals. A. Sensor topographies show MEG-auditory 406 

coherence above permutation-null baseline in all auditory conditions (top) and MEG-visual coherence 407 

above baseline in all visual conditions (bottom) across frequencies. Markers show clusters which were 408 

statistically significant (p = 0.0002) in the cluster-based permutation test (one continuous cluster each, 409 

spanning 2-6 Hz for both MEG-auditory and MEG-visual coherence). B. Source maps show cortico-410 

auditory coherence above permutation-null baseline in all auditory conditions (top) and cortico-visual 411 

coherence above baseline in all visual conditions (bottom) averaged across frequencies between 2-6 412 

Hz. Effects shown are whole-brain cluster corrected (p < 0.05) based on cortical sources exceeding a 413 

vertex-level threshold of p<.005 (inset colour scale).  414 
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To reveal which brain areas phase locked to auditory and visual speech signals, we conducted a whole-415 

brain analysis on source localized MEG responses (Fig. 3B). We performed cluster-based permutation 416 

tests on source coherence maps averaged between 2-6 Hz to compare true and permuted coherence 417 

between neural and auditory/visual speech signals across participants. We observed greater-than-418 

chance phase coherence with both auditory and visual speech signals as indicated by significant, non-419 

overlapping clusters centred on auditory and visual cortex (p < 0.05, whole-brain corrected). Bilateral 420 

temporal, parietal, and inferior-frontal areas phase locked to auditory speech, whereas bilateral 421 

occipital areas phase locked to visual speech.  422 

Next, we investigated which brain areas phase locked more strongly to the auditory than the visual 423 

speech signal and vice versa. In this analysis we used only the sentences containing both auditory and 424 

visual speech signals (i.e., the AVhigh, and AVlow conditions). Importantly, the auditory and visual speech 425 

signals are coherent with each other (Chandrasekaran et al., 2009) (also see Fig. 2B). Hence, to rule 426 

out the possibility that the observed neural coherence with one speech signal (e.g., auditory) is 427 

explained by the other speech signal (e.g., visual), we computed the partial coherence (Rosenberg et 428 

al., 1998), i.e., the neural coherence with the auditory (respectively visual) speech signal after 429 

removing influences of the visual signal and vice-versa (see Park et al., 2016, for a similar approach). 430 

Figure 4A shows whole-brain maps of auditory > visual and visual > auditory partial coherence effects 431 

in AV conditions. Temporal, frontal, and parietal areas were more strongly phase locked to auditory 432 

than visual speech, whereas occipital areas were phase locked more strongly to visual than auditory 433 

speech, as shown by cluster-based permutation tests (p < 0.05, whole-brain corrected).  434 
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 435 

Figure 4. Partial auditory and visual coherence in low and high clarity audio-visual conditions (AVlow, 436 

AVhigh). A. Whole-brain maps of partial coherence contrasts averaged between 2-6 Hz:  auditory > 437 

visual and visual > auditory. Effects shown are whole-brain corrected (p < 0.05) using a vertex level 438 
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threshold of p<0.05 (see colour scale). Black outlines mark the regions used in the ROI analysis. B. 439 

Group level auditory and visual partial coherence with respect to the permutation null baseline across 440 

ROIs. C. Group level auditory partial coherence in silent speech (VO) and visual partial coherence in 441 

audio-only speech (AO) with respect to the permutation null baseline across ROIs. Diamond markers 442 

and error bars represent mean ± SEM over participants, suitable for comparisons with 0, but not for 443 

repeated-measures comparisons between conditions. Grey dots represent individual data. (ROI: 444 

region of interest, STG: superior temporal gyrus, n.s.: not significant, * p < 0.05, ** p < 0.01, *** p < 445 

0.001) 446 

Next, we examined auditory and visual phase coherence in auditory and visual cortical areas involved 447 

in audio-visual speech processing. We defined two regions of interest (ROI) based on the anatomical 448 

parcellation by (Destrieux et al., 2010). For classical visual areas, we defined an occipital cortex ROI 449 

covering bilateral occipital areas (for details see MEG data analysis, also Fig. 4A bottom). To define a 450 

speech-responsive auditory ROI we used the bilateral superior temporal gyrus (STG, Fig. 4A top). We 451 

computed the difference between true and permuted cortico-auditory and cortico-visual partial 452 

coherence at each vertex and averaged them across vertices within each ROI. Figure 4B shows the 453 

individual partial auditory and visual coherence values with respect to the permutation null baseline 454 

across ROIs. As expected, occipital cortex exhibited above chance phase coherence with visual signals 455 

as indicated by a significant one-sample t-test of true-permuted partial visual coherence against 0 456 

(mean ± SEM = 0.0221 ± 0.0028, t(13) = 7.801, one-tailed p < 0.0001). Furthermore, occipital cortex 457 

showed stronger phase coherence with visual than auditory speech as indicated by a paired t-test 458 

between auditory and visual partial coherence (t(13) = 4.469, two-tailed p = 0.0006). This finding is in 459 

line with the overlap shown in Figure 4A between our ROIs, and the clusters of modality-specific partial 460 

coherence shown in whole-brain analyses. However, surprisingly, we also observed that occipital 461 

cortex phase locked to auditory speech, even when visual coherence was partialled out (mean ± SEM 462 

= 0.0069 ± 0.0016, t(13) = 4.379, one-tailed p = 0.0004). In STG, we similarly observed significant phase 463 

coherence with the auditory speech signal (mean ± SEM = 0.0155 ± 0.0021, t(13) = 7.397, one-tailed p 464 
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< 0.0001), and that STG phase locked to auditory speech significantly stronger than visual speech (t(13) 465 

= 6.448, two-tailed p < 0.0001). However, in contrast to our findings for visual cortex, we did not find 466 

evidence of significant phase coherence between STG and visual speech once auditory signals were 467 

partialled out (mean ± SEM = 0.0010 ± 0.0010, t(13) = 1.022, one-tailed p = 0.1627). We also assessed 468 

whether phase-locking to the auditory speech component is observed during silent lip reading (VO 469 

condition) and conversely, whether phase-locking to the visual speech component is observed during 470 

audio-only speech (AO conditions) in our ROIs.  Hence, we computed partial auditory coherence in VO 471 

and partial visual coherence in AO conditions with respect to the permutation baseline in STG and 472 

occipital cortex (Fig. 4C). In occipital cortex, we found evidence of phase-locking to auditory speech 473 

signals during responses to silent visual speech (mean ± SEM = 0.0053 ± 0.0018, t(13) = 2.905, one-474 

tailed p = 0.0061) but no evidence of responses to visual speech signals in response to audio-only 475 

speech (mean ± SEM = -0.0009 ± 0.0009, t(13) = -1.011, one-tailed p = 0.1652). In STG, we did not find 476 

reliable evidence of phase tracking of auditory speech in VO, nor visual speech in AO (t(13) < 1.293, 477 

one-tailed p > 0.1093).  478 
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 479 

Figure 5. Cross-modal influences on auditory phase locking in auditory and visual areas. Effect of visual 480 

speech availability on auditory partial coherence, whole-brain (A, C) and ROI-based analysis (B, D). A. 481 

Whole-brain maps show significant effects of visual speech availability on partial auditory coherence 482 

with respect to permutation-derived null baseline averaged between 2-6 Hz (uncorrected p-values). 483 

Black outlines indicate STG and occipital ROIs, blue outlines indicate whole-brain corrected clusters (p 484 

< 0.05). B. Graphs depict the mean auditory partial coherence with respect to the permutation null 485 

baseline averaged between 2-6 Hz in AV and AO conditions across ROIs. Diamonds and error bars 486 

represent mean ± SEM, grey dots represent individual data points. C. Whole-brain maps show 487 

significant effects of visual speech availability (controlling for speech intelligibility) on auditory partial 488 

coherence with respect to permutation-derived null baseline averaged between 2-6 Hz (uncorrected 489 
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p-values). Black outlines indicate STG and occipital ROIs, red outlines indicate whole-brain corrected 490 

clusters (p < 0.05). D. Graphs depict the mean auditory partial coherence with respect to the 491 

permutation null baseline averaged between 2-6 Hz in AVlow and AOhigh conditions across ROIs. 492 

Diamonds and error bars represent mean ± SEM, grey dots represent individual data points. The 493 

clusters supporting the whole-brain corrected significant results are numbered and further details are 494 

presented in Table 1. (ROI: region of interest, STG: superior temporal gyrus, AO: audio-only, AV: audio-495 

visual, n.s.: not significant, * p < 0.05, ** p < 0.01, *** p < 0.001) 496 

Next, we compared cross-modal and unimodal effects of auditory and visual speech in visual and 497 

auditory ROIs (respectively). As previously shown in Figure 4B, above chance auditory phase locking is 498 

observed in occipital cortex when both auditory and visual signals are present (i.e., AV conditions) 499 

even when statistical influences of correlated visual signals are excluded (using partial coherence 500 

analysis). Comparison of AV and AO conditions further confirms that auditory phase-locking is 501 

enhanced by the presence of visual speech: partial coherence with auditory signals was greater in AV 502 

conditions than in AO conditions (t(13) = 3.017, two-tailed p = 0.0099, see Fig. 5A, B). To ensure that 503 

additional auditory phase locking in occipital cortex was due to the presence of visual speech and not 504 

accompanying differences in intelligibility we compared partial coherence in AVlow and AOhigh 505 

conditions that are matched for average intelligibility (see Fig. 2C). This comparison confirmed 506 

stronger phase-locking to auditory speech signals in occipital cortex when visual speech is present 507 

(t(13) = 2.552, two-tailed p = 0.0241, see Fig. 5D). However, this effect did not correlate with individual 508 

differences in intelligibility (i.e., visual speech preference index, Figure 2D) between these otherwise 509 

matched conditions (Pearson’s r(12) = 0.095, two-tailed p = 0.746). Despite this beneficial effect of 510 

visual speech, auditory phase-locking remains reliable in occipital cortex even when only auditory 511 

speech signals are present. We see significantly greater partial auditory coherence in AO conditions 512 

(i.e., AOhigh and AOlow combined) than in a null baseline computed by permuting the assignment of 513 

speech envelopes to MEG data (mean ± SEM = 0.0026 ± 0.0009, t(13) = 2.906, one-tailed p = 0.0061).  514 
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These cross-modal influences were less apparent in our auditory ROI. Comparison of AV and AO 515 

conditions showed no evidence that auditory partial coherence in the STG was influenced by the 516 

presence of visual speech when high and low clarity speech conditions were combined (t(13) = 0.809, 517 

two-tailed  p = 0.4329, see Fig. 5B) or when comparing intelligibility-matched AVlow and AOhigh 518 

conditions (t(13) = 0.370, two-tailed p = 0.7173). Partial auditory coherence in the STG is greater than 519 

in the permutation baseline both in AV conditions (shown previously in Fig. 4B) and in AO conditions 520 

(mean ± SEM = 0.0145 ± 0.0023, t(13) = 6.258, one-tailed p < 0.0001, Fig. 5B).  521 

 522 

Figure 6. Cross modal influences on visual phase locking in auditory and visual areas.  Effect of auditory 523 

speech availability on visual phase coherence, whole-brain (A) and ROI-based analysis (B). A. Whole-524 

brain maps show significant effects of auditory speech availability (in both directions) on partial visual 525 

coherence with respect to permutation-derived null baseline averaged between 2-6 Hz (uncorrected 526 
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p-values). Black outlines indicate STG and occipital ROIs, red outlines indicate whole-brain corrected 527 

clusters (p < 0.05). B. Graphs depict the mean auditory partial coherence with respect to the 528 

permutation null baseline averaged between 2-6 Hz in AV and VO conditions across ROIs. Diamonds 529 

and error bars represent mean ± SEM, grey dots represent individual data points. The clusters 530 

supporting the whole-brain corrected significant results are numbered and further details are 531 

presented in Table 1. C and D. The relationship between the effect of auditory speech on visual partial 532 

coherence (i.e., VOtrue-perm - AVture-perm) with word report accuracy in VO across participants in the left 533 

(C) and right hemisphere (D) clusters (as shown in panel A). Solid lines depict the fitted linear trend, 534 

shaded area depicts the 95% CI based on 1000 bootstrap samples. (ROI: region of interest, STG: 535 

superior temporal gyrus, AV: audio-visual, VO: visual-only, n.s.: not significant, * p < 0.05, ** p < 0.01, 536 

*** p < 0.001) 537 

Cross-modal and unimodal conditions can also be assessed by comparing AV speech conditions (as 538 

before) with VO conditions in which auditory signals are absent. For these comparisons we sub-539 

sampled trials from the two AV conditions to ensure that both conditions include an equal number of 540 

trials. Significant phase locking to visual speech signals in STG was seen in the presence of both 541 

auditory and visual speech that narrowly exceeded the permutation baseline (Fig. 6B, mean ± SEM = 542 

0.0012 ± 0.0007, t(13) = 1.783, one-tailed p = 0.049). We had previously observed that this effect was 543 

not reliable when the full set of AV trials was analysed (see Fig. 4B) and hence interpret this finding 544 

with caution. Nonetheless, comparisons of results from the subsampled AV condition and VO 545 

condition are informative since this comparison is matched for the number of trials. We observed 546 

reliable visual phase coherence in the STG even in the absence of auditory speech (i.e., in the VO 547 

condition). This is indicated by significant partial visual coherence with respect to the permutation null 548 

baseline (mean ± SEM = 0.0056 ± 0.0013, t(13) = 4.499, one-tailed p = 0.0003). Indeed, visual phase 549 

locking in STG was greater in the absence of auditory speech than when it was present (VO > AV, Fig. 550 

6B, (t(13) = 3.886, two-tailed p = 0.0019). This was the opposite outcome to that previously reported 551 

for auditory phase locking in occipital cortex (Fig. 5D). Greater phase-locking to visual speech signals 552 
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in auditory cortex during silent lip-reading might suggest that speech signals are reinstated or filled-in 553 

from visual input. We will expand on this finding in the discussion. However, this effect did not reliably 554 

correlate with individual differences in lip reading (Pearson’s r(12) = -0.220, two-tailed p = 0.450).   555 

In occipital cortex (Fig. 6B), we also observed significant partial visual coherence above the 556 

permutation baseline both in AV conditions (mean ± SEM = 0.0138 ± 0.0020, t(13) = 6.954, one-tailed 557 

p < 0.0001, confirming a finding shown for the full set of trials in Fig. 4B) and VO conditions (mean ± 558 

SEM = 0.0173 ± 0.0028, t(13) = 6.171, one-tailed p < 0.0001). However, in contrast to the STG, in 559 

occipital cortex there was no evidence that phase-locking to visual speech (partial coherence) was 560 

influenced by the presence of auditory speech since VO and AV conditions did not differ (t(13) = -561 

1.978, two-tailed  p = 0.0695).  562 

To make sure we are not overlooking other effects through spatially restrictive ROI analyses, we also 563 

report equivalent comparisons of cross-modal and unimodal speech conditions using whole-brain 564 

cluster correction for multiple comparisons. We contrasted whole-brain maps of partial auditory 565 

coherence relative to permutation baseline in AV vs. AO conditions and partial visual coherence 566 

relative to permutation baseline in AV vs. VO conditions.  We found reliable whole-brain corrected 567 

effect of visual speech on auditory partial coherence (i.e., AVtrue-perm > AOture-perm) which was supported 568 

by a right parietal cluster (one-tailed p = 0.0086, cluster 1 in Fig. 5A and Table 1). However, this 569 

difference failed to reach corrected significance when intelligibility matched conditions (AVlow and 570 

AOhigh) were compared (Fig. 5C) and did not correlate with individual differences in visual preference 571 

index (r(12) = 0.144, two-tailed p = 0.6231). Furthermore, we also found reliable whole-brain corrected 572 

increase in visual phase-locking for conditions in which auditory speech was absent versus present 573 

(i.e., VOtrue-perm > AVture-perm) supported by two large clusters, one in each hemisphere: a left anterior-574 

temporal cluster extending to the midline (one-tailed p = 0.0008, cluster 2 in Fig. 6A and Table 1) and 575 

a right temporal and parietal cluster extending to midline structures (one-tailed p = 0.0002, cluster 3 576 

in Fig. 6A and Table 1). This observation further confirms findings from ROI analyses (Fig. 6B) that 577 
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visual speech signals during silent lip reading lead to increased phase-locking in auditory and other 578 

language-related brain areas. This effect correlates with individual differences in word report for silent 579 

speech (lip reading) in the left hemisphere (r(12) = 0.616, one-tailed p = 0.0095, Fig. 6C), but not in the 580 

right hemisphere(r(12) = 0.146, one-tailed p = 0.3093, Fig. 6D).  581 

Cluster Depicted 

in 

Contrast Vertices 

(n) 

Region Statistic 

(summed t-

values) 

p-value  

(whole-

brain 

corrected) 

1 Figure 

5A 

AVture-

permuted > 

AOtrue-

permuted 

1068 Right parietal 3200.6 0.0086 

2 Figure 

6A 

VOture-

permuted > 

AVtrue-

permuted 

2255 Left anterior-temporal, 

extending to midline 

structures 

7613.8 0.0008 

3 Figure 

6A 

VOture-

permuted > 

AVtrue-

permuted 

3153 Right temporal and 

parietal, extending to 

midline structures 

9490.1 0.0002 

Table 1. Descriptions and summary statistics of whole-brain analysis clusters.  582 

For completeness, we also examined the effect of acoustic clarity (high vs. low) on phase locking to 583 

auditory and visual speech in all conditions containing auditory speech signals (i.e., AOhigh, AOlow, AVhigh 584 

and AVlow). Neither whole brain, nor ROI-based analysis in occipital cortex and STG identified reliable 585 

effects of acoustic clarity on phase locking.   586 
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 587 

Discussion 588 

Viewing the face of a conversation partner greatly improves speech comprehension especially under 589 

adverse listening conditions (Sumby and Pollack, 1954; Erber, 1975; Summerfield et al., 1992). We 590 

provide MEG evidence that visual and auditory speech signals are tracked by brain responses during 591 

speech comprehension (Schroeder et al., 2008; Peelle and Sommers, 2015). Furthermore, neural 592 

tracking of visual and auditory speech components is affected by acoustic clarity and the availability 593 

of visual speech. Both increased acoustic clarity and the presence of visual speech improved 594 

behavioural measures of speech comprehension. We also found individual differences in the extent 595 

to which listeners benefitted from visual speech compared to clearer auditory speech. This visual 596 

preference index correlated with participants’ lip reading ability (Fig. 2C and D). These findings are in 597 

line with other results supporting a link between individual differences in lipreading ability and audio-598 

visual benefit in speech comprehension (MacLeod & Summerfield, 1987). However, comparisons of 599 

phase-locked MEG responses during silent lipreading and audio-visual benefit show differences 600 

between auditory and visual responses which might imply distinct neural mechanisms supporting 601 

these two uses of visual speech.  602 

Our basic coherence analysis between MEG and speech signals identified bilateral and posterior 603 

sensors phase-locked to auditory and visual speech, respectively (Fig. 3A). Whole-brain analysis of 604 

source localized MEG responses revealed that auditory speech entrained bilateral temporal, parietal, 605 

and inferior frontal areas, while visual speech entrained bilateral occipital areas (Fig. 3B). For audio-606 

visual speech, these areas were entrained more strongly by their respective speech modality (i.e., 607 

temporal and parietal areas by auditory speech; occipital areas by visual speech), even when phase-608 

locking to the other speech signal was partialled out (Fig. 4A). These results are comparable with the 609 

basic entrainment effects observed in previous studies (Luo et al., 2010; Park et al., 2016; Micheli et 610 

al., 2020). Our more detailed analysis focused on processing of audio-visual speech in auditory and 611 
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visual sensory areas. Based on previous neurophysiological and brain imaging studies, the most 612 

consistently identified sensory regions are STG for auditory speech and occipital cortex (including 613 

lateral extrastriate areas) for visual speech (see Beauchamp, 2016 for a review). In the following 614 

paragraphs we focus on entrainment effects observed in these two ROIs and consider the nature of 615 

the cross-modal influences shown in auditory and visual regions respectively.  616 

Entrainment to auditory signals in visual cortex  617 

When responding to audio-visual speech, visual cortex reliably tracked both visual and auditory 618 

speech signals (Fig. 4B). Although greater phase-locking is observed for visual than for auditory signals 619 

(Fig. 4A, B), we also observed significant phase coherence between visual cortex and auditory speech 620 

in audio-visual speech conditions (Fig. 4B) and in the absence of visual speech (Fig. 5B and D). A recent 621 

study using electrocorticography similarly demonstrated that medial occipital cortex exhibit reliable 622 

auditory envelope tracking in the absence of visual speech (Micheli et al., 2020). Other studies have 623 

suggested that visual cortex represents the unheard auditory speech during silent lipreading in the 624 

form of its amplitude envelope (Hauswald et al., 2018) and higher-level linguistic feature 625 

representations (Nidiffer et al., 2021; Suess et al., 2021). Correspondingly, we also found evidence of 626 

visual cortex tracking the unheard auditory speech envelope in silent lipreading (Fig. 4C). These 627 

findings suggest that early visual cortices contribute to processing of auditory speech even in normally-628 

hearing and sighted participants (for relevant evidence from blind individuals see Bedny et al., 2011; 629 

Watkins et al., 2013).  630 

Critically, however, we also found that auditory speech tracking in the occipital cortex was significantly 631 

stronger when visual speech was available (Fig. 5B). This effect has previously been reported in 632 

auditory cortex in cocktail party listening (Zion Golumbic et al., 2013). Here, we demonstrate that 633 

similar effects can be observed when only a single speaker is present, and when audio-visual and 634 

audio-only conditions are matched for intelligibility (Fig. 2C, 5D). These findings therefore support the 635 

hypothesis that visual speech signals enable better phase tracking of auditory speech (Schroeder et 636 
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al., 2008; Peelle and Sommers, 2015). However, in our study this effect was largely confined to 637 

occipital areas that are not traditionally assumed to make a key contribution to auditory speech 638 

perception.  639 

Entrainment to visual signals in auditory cortex 640 

We consistently observed phase-locking of STG regions to auditory speech signals when listening to 641 

audio-visual and audio-only speech (Fig. 3B, 4A), replicating several previous findings (Luo et al., 2010; 642 

Peelle et al., 2013; Zion Golumbic et al., 2013; Micheli et al., 2020). In contrast, however, to the 643 

bimodal speech processing we reported for visual cortex, we did not find evidence of above-chance 644 

phase-locking to visual speech in STG when both auditory and visual speech signals were available 645 

(Fig. 4B). This might suggest that previous observations of visual phase-locking in auditory brain 646 

regions (e.g. Zion Golumbic et al., 2013) are specific to cocktail party listening in which selecting 647 

between competing sound sources is required. Importantly, in our study, speech perception was 648 

enhanced by the presence of visual speech even when only a single speaker was present. Hence visual 649 

enhancement of auditory entrainment in the STG might not be so consistently associated with audio-650 

visual speech processing. 651 

In contrast, when only visual speech was available, auditory regions (STG) reliably tracked the visual 652 

speech envelope (Fig. 6A, B) and in left hemisphere regions visual entrainment correlated with word 653 

report (Fig. 6C). These findings are despite responses to the auditory envelope being absent in visual 654 

only conditions (Fig. 4C) and auditory envelope signals being partialled out in analyses of MEG 655 

responses in visual only conditions (Fig. 6). These findings thus support an account in which the STG 656 

only processes visual speech signals when auditory speech information is absent or unavailable. Other 657 

studies have demonstrated a similar “fill-in” mechanism in the form of neural reinstatement of noise-658 

masked speech segments (Leonard et al., 2016; Cervantes Constantino and Simon, 2018). Top-down 659 

modulation from dorsal stream areas, including motor-related regions have also been proposed to 660 

play a role in this visual to phonological mapping (Park et al., 2016; Hauswald et al., 2018). However, 661 
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in our work, we did not observe differential entrainment of motor regions during silent lip-reading 662 

compared to audio-visual speech perception.   663 

Cross-modal prediction of audio and visual speech signals 664 

Our results show that despite the parallels between silent lip reading and visual benefit to degraded 665 

speech perception, distinct neural effects are observed in these two listening situations. Visual cortex 666 

shows reliable phase-locking to auditory speech, and this auditory entrainment is enhanced during 667 

visual speech processing for audio-visual benefit, or lip-reading (i.e., with and without auditory input). 668 

In auditory cortex, however, visual speech does not produce reliable phase-locking, and the presence 669 

of visual speech in AV conditions doesn’t enhance phase-locking to auditory speech signals relative to 670 

audio only conditions. Yet, we observed reliable phase-locking to visual speech signals in auditory 671 

cortex during silent lip-reading. Thus, despite the behavioural association between silent lip-reading 672 

and audio-visual benefit we see marked differences between the influence of visual speech on phase-673 

locked neural responses in auditory and visual cortices. We here offer some tentative suggestions for 674 

the interpretation of these findings in line with predictive accounts of speech processing (Hovsepyan 675 

et al., 2020; Sohoglu and Davis, 2020) and that have been applied to audio-visual speech perception 676 

(Olasagasti et al., 2015). 677 

One interpretation of the present findings is that neural phase-locking to envelope signals provides a 678 

timing template such that visual (lip aperture) and auditory (formant frequencies) sensory signals are 679 

combined (Olasagasti et al., 2015). Indeed, the phase of cortical theta oscillations in posterior 680 

temporal and occipital cortex have been shown to determine whether auditory or visual speech cues 681 

determine perception (Thézé et al., 2020), and pre-stimulus oscillatory phase (plausibly determined 682 

from visual speech) contributes to identification of ambiguous speech sounds (ten Oever and Sack, 683 

2015). These cross-modal influences can be explained by proposing that visual speech permits 684 

predictions for the spectro-temporal properties (i.e., timing and formant frequency) of upcoming 685 

speech sounds (van Wassenhove et al., 2005; Arnal et al., 2011) and vice-versa with auditory speech 686 
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predicting visual signals (Lee and Noppeney, 2014). Auditory prediction errors (and hence auditory 687 

phase-locking) arise in visual cortical areas when degraded speech sounds cannot accurately predict 688 

visual speech cues during audio-visual speech perception. The resulting prediction errors signal viseme 689 

information (Nidiffer et al., 2021) that can be used to update higher-level interpretations and support 690 

optimal speech perception when visual and auditory stimuli must be combined (Olasagasti et al., 691 

2015).  692 

However, when auditory speech is absent (i.e., during silent lip-reading), we no longer observe 693 

auditory entrainment in visual cortex. Instead, we observe visual envelope cues producing 694 

entrainment of auditory brain regions. We also interpret this as arising from cross-modal predictive 695 

processes; in this case due to visually-derived predictions for expected auditory stimuli that are 696 

absent. Visually-driven prediction errors expressed in auditory regions will encode the absence of 697 

expected speech sounds (Blank and von Kriegstein, 2013) and hence drive phase locking in auditory 698 

regions. As in other situations in which speech sounds are missing or masked, these prediction errors 699 

can reinstate auditory signals and support speech perception (Leonard et al., 2016; Cervantes 700 

Constantino and Simon, 2018). Thus, cross-modal prediction errors plausibly explain the pattern of 701 

auditory and visual phase-locking observed in two different situations in which visual speech supports 702 

word report.  703 

Code and data availability 704 

All analysis code and data will be available for download upon the publication of the manuscript.   705 
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