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Abstract 
 
Pancreatic cancer is an aggressive disease that typically presents late with poor patient 
outcomes. There is a pronounced medical need for early detection of pancreatic cancer, 
which can be facilitated by identifying high-risk populations. Here we apply artificial 
intelligence (AI) methods to a large corpus of more than 6 million patient records spanning 
40 years with 24,000 pancreatic cancer cases in the Danish National Patient Registry. In 
contrast to existing methods that do not use temporal information, we explicitly train 
machine learning models on the time sequence of diseases in patient clinical histories. In 
addition, the models predict the risk of cancer occurrence in time intervals of 3 to 60 
months duration after risk assessment. For cancer occurrence within 12 months, the 
performance of the best model trained on full trajectories (AUROC=0.91) substantially 
exceeds that of a model without time information (AUROC=0.81). For the best model, 
lower performance (AUROC=0.86) results when disease events within a 3 month window 
before cancer diagnosis are excluded from training, reflecting the decreasing information 
value of earlier disease events. These results raise the state-of-the-art level of 
performance of cancer risk prediction on real-world data sets and provide support for the 
design of real-world population-wide clinical screening trials, in which high risk patients 
are assigned to serial imaging and measurement of blood-based markers to facilitate 
earlier cancer detection. AI on real-world clinical records has the potential to shift focus 
from treatment of late- to early-stage cancer, benefiting patients by improving lifespan 
and quality of life.  
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Introduction 

Clinical need for early detection 
Pancreatic cancer is a leading cause of cancer-related deaths worldwide with increasing 
incidence (Rahib et al. 2014). Approximately 80% of pancreatic cancer patients are 
diagnosed at a late stage, when long-term survival is extremely uncommon. However, 
patients who present with early-stage disease can be cured by a combination of surgery, 
chemotherapy and radiotherapy. Indeed, more than 80% of patients with stage IA 
pancreatic ductal adenocarcinoma (PDAC) have 5-year overall survival [National Cancer 
Institute, USA, (Blackford et al. 2020)]. Thus, earlier detection of pancreatic cancer has 
great potential to prolong patient survival and reduce overall mortality from this difficult 
malignancy.  

Known risk factors of limited use 
The incidence rate of pancreatic cancer is substantially less than other high mortality 
cancers, such as lung, breast and colorectal cancer. Thus, age-based population 
screening is difficult due to poor positive predictive values for potential screening tests 
and large numbers of futile evaluations for patients with false-positive results. Moreover, 
very few high-penetrance risk factors are known for pancreatic cancer. Cancer risk has 
been assessed for many years based on family history, behavioral and clinical risk factors 
and, more recently, genetic predisposition using genome-wide association studies 
(GWAS), including for pancreatic cancer (Amundadottir et al. 2009; Petersen et al. 2010; 
Li et al. 2012; Wolpin et al. 2014; Klein et al. 2018). Currently, some patients with familial 
risk due to family history or inherited genetic mutation or cystic lesions of the pancreas 
undergo serial pancreas-directed imaging to detect early pancreatic cancers, but these 
patients account for <20% of those who develop pancreatic cancer. To address the 
challenge of early detection of pancreatic cancer in the general population (Pereira et al. 
2020; Singhi et al. 2019), we aim to predict the risk of pancreatic cancer from real-world 
longitudinal clinical records and to facilitate the design of screening trials for early 
detection. Development of realistic risk prediction methods requires access to high-quality 
clinical records and a choice of appropriate machine learning methods, in particular deep 
learning techniques that work on large and noisy sequential datasets (Dietterich 2002; 
LeCun, Bengio, and Hinton 2015). 
 

Earlier clinical ML work 
We build on earlier work in the field of risk assessment based on clinical data and disease 
trajectories using machine learning technology (Nielsen et al. 2019; Thorsen-Meyer et al. 
2020). AI methods have been applied to a number of clinical decision support problems 
(Shickel et al. 2018), such as choosing optimal time intervals for actions in intensive care 
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units (Hyland et al. 2020), assessing cancer risk from images (Esteva et al. 2017; Yala et 
al. 2019; Yamada et al. 2019) or predicting the risk of potentially catastrophic disease 
progression, such as in kidney injury (Tomašev et al. 2019). Building clinically applicable 
prediction tools for pancreatic cancer screening is challenging, in part due to the low 
incidence in the general population and the consequent difficulty of achieving a low false 
positive rate (high specificity).  

Earlier ML work on PDAC risk 
For risk assessment of pancreatic cancer, recently machine learning predictive models 
using patient records have been built using health interview survey data (Muhammad et 
al. 2019), general practitioners' health records controlled against patients with other 
cancer types (Malhotra et al. 2021), real-world hospital system data (Appelbaum, 
Cambronero, et al. 2021), and from an EHR database provided by TriNetX, LLC. 
(Chen et al. 2021; Appelbaum, Berg, et al. 2021). While demonstrating the information 
value of health records for cancer risk, these previous studies used only the occurrence 
of disease states for a patient in limited time intervals - not the time sequence of disease 
states over up to 40 years - in analogy to the ‘bag-of-words’ models in natural language 
processing that ignore the actual sequence of words. 

Advance here - better data and better ML 
Here we apply more advanced machine learning (ML) technology by focusing on the time 
sequence of clinical events and by predicting the risk of cancer occurrence over a multi-
year time interval. This investigation was carried out using the Danish National Patient 
Registry (DNPR) and data which covers 40 years (1977 to 2018) of clinical records for 
8.6 million persons, of which about 40,000 had a diagnosis of pancreatic cancer (Schmidt 
et al. 2015; Siggaard et al. 2020). To maximize predictive information extraction from 
these records we tested a range of statistical and ML methods. These methods range 
from regression methods and machine learning without time dependence to time series 
methods such as Gated Recurrent Units (GRU) and Transformer, adapting AI methods 
that have been very successful, e.g., in natural language processing and analysis of other 
time series data (Cho et al. 2014; Tealab 2018; Vaswani et al. 2017). 

Advance - prediction time intervals 
The likely action resulting from a personalized positive prediction ideally should take into 
account the probability of cancer occurring in a shorter or longer time frame. For this 
reason, we designed the prediction method to predict not only whether or not cancer is 
ever likely to occur but also to provide risk assessment in incremental time intervals 
following the assessment. We also analyzed which diagnoses from the past are most 
informative of cancer risk. Finally, we propose a practical scenario for broadly-based 
screening trials, taking into consideration typically available real-world data, the accuracy 
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of prediction on such data, the scope of a screening trial, the cost of clinical screening 
methods and the overall potential benefit of early treatment (Supplementary Text, 
Figure S4).  
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Results 

 
 

Figure 1. Training and prediction of pancreatic cancer risk from data in the 
Danish National Patient Registry. The general machine learning workflow starts 
with partitioning the data into training set (train), development set (dev) and test 
set (test). The first two data sets are used for training a machine learning model 
(multiple models were explored) to fit a risk score function (prediction) to a step 
function (observation) that represents the occurrence of a pancreatic cancer 
diagnosis, by minimizing the prediction error over all instances (top). Once the best 
model is found, the model’s ability to generalize is assessed using the test set. The 
model, depending on the threshold selected from among different operational 
points, discriminates between patients at higher and lower risk of pancreatic 
cancer (bottom).  

 
Datasets 
 
We used data from DNPR, where data from all encounters (inpatient admissions, 
outpatient visits and emergency visits) with Danish hospitals have been recorded since 
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1977. DNPR access was approved by the Danish Health Data Authority (FSEID-
00003092 and FSEID-00004491.) Demographic information was obtained by linkage to 
the Central Person Registry, which is possible via the personal identification number 
introduced in 1968, that identifies any Danish citizen uniquely over the entire lifespan 
(Schmidt, Pedersen, and Sørensen 2014). DNPR covers approximately 8.6 million 
patients with 229 million hospital diagnoses, with an average of 26.7 entries per patient. 
Each entry includes data on the start and end date of an admission or visit, as well as 
diagnosis codes. The diagnoses are coded according to the International Classification 
of Diseases (ICD-8 until 1994 and ICD-10 since then). The accuracy of cancer diagnosis 
disease codes, as examined by the Danish Health and Medicines Authority, has been 
reported to be 98% accurate (89.4% correct identification for inpatients and 99.9% for 
outpatients) (Thygesen et al. 2011). For cancer diagnoses specifically, the reference 
evaluation was based on detailed comparisons between randomly sampled discharges 
from five different hospitals and review of a total of 950 samples (Schmidt et al. 2015). 
We used both the ICD-8 code 157 and ICD-10 code C25, malignant neoplasm of 
pancreas, to define pancreatic cancer (PC) cases. For training we used patient 
trajectories with explicit time stamps for each hospital contact comprising diagnoses down 
to the three-character category in the ICD hierarchy. We used data from January 1977 to 
April 2018 and filtered out patients either with discontinuous disease history or too short 
a disease history (<5 events in total), ending up with 6.2 million patients (Figure S1). The 
eventual case cohort includes 23,985 pancreatic cancer (PC) cases with cancer occurring 
at a mean age of 64.6±11.3 years (men) and 67.1±12.1 years (women) (Table S1).  
 
 
Model architecture 

Network architecture 
The machine learning model for predicting cancer risk from disease trajectories consists 
of four parts: (1) input data for each event in a trajectory (disease code and time stamps), 
(2) embedding of the event features onto real number vectors, (3) encoding the 
trajectories in a latent space, and (4) predicting time-dependent cancer risk. (1) Input: 
In order to best exploit the completeness and longitudinality of the DNPR data, all 
subsequences of diagnoses, starting with the date of birth, from each patient’s history 
were sampled (see Methods). Such data augmentation not only increases the amount of 
data used in training, but also enables prediction for different time spans between risk 
assessment and cancer occurrence rather than just a binary prediction that cancer will 
occur at any time after assessment. (2) Embedding: Each element of the subsequence 
is one of the >2,000 ICD codes. To extract informative features from such high-
dimensional inputs, the ML process was set up to embed the categorical input vectors 
into a continuous, lower-dimensional space. Temporal information, i.e. diagnosis dates 
and ages at diagnoses are also embedded (see Methods). The embedding layer is data-
driven and trained together with other parts of the model. (3) Encoding: The longitudinal 
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nature of the disease trajectories allows us to construct time-sequence models using 
sequential neural networks, such as gated recurrent units (GRU) models (Cho et al. 2014) 
and recurrent neural network (RNN) models (Tealab 2018). We also used the 
Transformer model (Vaswani et al. 2017) which uses an attention mechanism and 
therefore can capture time information and complex interdependencies. For comparison, 
we also tested a bag-of-words (i.e., bag-of-disease-codes) approach that ignores the time 
and order of disease events by pooling the event vectors. (4) Predicting: The embedding 
and encoding layers map each disease trajectory onto a characteristic fingerprint vector 
in a low-dimensional latent space. This vector is then used as input to a feedforward 
network to make a prediction of future cancer occurrence within distinct time windows 
over a period of several years after the end of a trajectory (the time of risk assessment). 

Prediction of occurrence within a time interval 
For each of the disease trajectories ending at time ta, a 5-dimensional risk score is 
calculated, where each dimension represents the risk of cancer occurrence within a 
particular prediction window after ta, e.g., 6-12 months or 12-36 months (Lin et al. 2008; 
Yala et al. 2021). The risk score is constrained to monotonically increase with time as the 
risk of cancer occurrence naturally increases over time. If and when the risk score 
exceeds a decision threshold, cancer diagnosis is predicted to have occurred (Figure 1) 
In this way, the model uses a time-sequence of disease codes for one person as input 
and predicts a cancer diagnosis to occur within 3, 6, 12, 36, 60 months after the time ta 
of risk assessment; or not to occur at all in 60 months. 

Scanning hyperparameters for each model type 
To comprehensively test the performance of different types of neural network 
architectures, we first conducted an extensive search over hyperparameters and selected 
the best set of hyperparameters for each network type, and then selected the best 
network architecture. The model types included transformer, GRU, a multilayer 
perceptron and bag-of-words. Each model was tested on specific hyperparameter 
configurations, as shown in (Table S2). To avoid overfitting and to test generalizability of 
model predictions, data from all of the 6.2M patients (including 23,895 pancreatic cancer 
patients) in the DNPR were partitioned randomly into 80%/10%/10% 
training/development/test sets. We conducted training only on the training set and used 
the development set to examine the performance for different hyperparameter settings, 
which guides model selection. The performance of the selected models was evaluated 
on the fully withheld test set and reported as an estimate of performance in prospective 
applications in health care settings with similar availability of longitudinal disease state 
records. 
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Figure 2. The DNPR database of clinical records covers over 8 million people 
for up to 40 years, and we used such rich longitudinal information to train a 
range of deep learning models. (A-D) We analyzed the DNPR dataset used for 
training in terms of the age distribution of pancreatic cancer patients (F female, M 
male) (A); the date distribution (B) and age distribution (C) of the total number of 
disease codes in the database; and the incidence of a selected set of previously 
known risk diseases (D). (E) The model we developed and trained with real-world 
clinical data has three steps: embedding, encoding and prediction. The embedding 
machine transforms categorical disease codes and continuous time stamps into a 
latent space. The encoding machine extracts information from a disease history 
and summarizes each sequence in a characteristic fingerprint. The prediction 
machine then uses the fingerprint to generate predictions for cancer occurrence 
within different time intervals after the time of assessment (3, 6, 12, 36, 60 months). 
The model parameters are trained by minimizing the difference between the 
predicted and the actually observed cancer occurrence. 

 
Evaluation of model performance 

Picking a best model - Transformer 
We evaluate the different models using the precision-recall curve (PRC) and then 
highlight the chosen best operational point on the receiver-operating curve (ROC) (Figure 
3), with the aim to strike a balance between precision and recall taking into account the 
relatively low incidence of pancreatic cancer in the general population. In the final 
performance evaluation of different types of ML models on the test set, the models which 
explicitly use and encode the time information in the sequence of disease codes, i.e., 
GRU and Transformer, ranked highest (Figure 3A-C, Table S3). For the prediction of 
cancer incidence within 3 years of the assessment date (the date of risk prediction), the 
Transformer model had the best performance (AUPRC=0.066 [95% confidence interval, 
0.063-0.069], AUROC=0.879 (0.877-0.880), followed by GRU (AUPRC=0.040 [0.038-
0.041], AUROC=0.852 [0.850-0.854]). The bag-of-words model that ignores the time 
information along disease trajectories performed significantly less well (AUPRC=0.007 
[0.007-0.007], AUROC=0.807 [0.805-0.809]).  

Prediction for time intervals 
While most risk prediction methods aim to make a binary distinction of whether cancer 
occurs or not, it is also of interest to consider the time interval within which cancer is likely 
to occur. The ML models in this work yield explicit risk scores for pancreatic cancer 
occurrence within 3, 6, 12, 36 and 60 months of the date of risk assessment. As expected, 
it is more challenging to predict cancer occurrence in longer rather than shorter time 
intervals. Indeed, prediction performance for the best model decreases from a precision 
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of 19.4% [18.2-21.9] and recall of 15.6% [14.5-16.5] (99.91% [99.90-99.93] specificity), 
AUPRC 0.081 [0.076-0.084] for cancer occurrence within 12 months to a precision of 
18.2% [17.1-19.7] and recall of 12.4% [11.5-12.9] (99.88% [99.87-99.90] specificity), 
AUPRC 0.066 [0.063-0.069] for occurrence within 3 years (Figure 3D-E). For each ML 
model and each prediction interval, we picked the operational points that maximize the 
F1 score, which is the harmonic mean of recall and precision (Sasaki 2007). 
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Figure 3. Performance of the deep learning model in predicting pancreatic 
cancer occurrence. (A-C) Evaluating performance of different ML models for 
prediction of cancer occurrence within 36 months. (A) The precision-recall curve 
(PRC) plots precision (true positives as a fraction of all predicted positives) against 
recall (true positives as a fraction of observed positives) for different models at 
different prediction thresholds along the curve. (B) The confusion matrix for each 
model at the best operational point selected on the PRC curves contains the 
fraction of true positives, true negatives, false positives and false negatives, 
normalized by column, to highlight the precision of the models. The operational 
points were selected to maximize the F1 score. (C-F) The ROC curves plot true 
positive rate (TPR) against false positive rate (FPR) different prediction thresholds, 
where TPR is the true positives as a fraction of observed positives (recall) and FPR 
is the false negatives as a fraction of observed negatives (1-specificity). A random 
prediction (horizontal dotted line in B, diagonal line in C-F) would have very low 
precision (AUPRC=incidence=0.004) for all values of recall and equal TPR and 
FPR (AUROC=0.5). The Transformer is the best performing model for 36-month 
prediction of cancer occurrence (B, C). (D) The best-performing Transformer 
models are evaluated for different prediction intervals starting at the time of 
assessment and ending at time points up to 60 months. The performance of the 
transformer model is best for the 0-6 month time interval, but still reasonable up to 
the 0-60 month prediction interval. Transformer performance (36-month) 
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compared to the same model trained (E) only on a subset of prior knowledge 
diseases (n=23, Table S4) or (F) excluding from the input diseases diagnoses in 
the last 3 or 6 months prior to the diagnosis of pancreatic cancer. 

 
Potential use of prediction time intervals in screening trials 
The prediction performance for different time intervals is a crucial parameter in the design 
of screening trials. In particular, the frequency and timespan of clinical screening tests or 
the consideration of preventive intervention may differ for different prediction intervals. 
For example, a patient predicted to be diagnosed with cancer within three months, may 
be nominated for extensive clinical tests, such as pancreas-directed imaging or sensitive 
tests of bodily fluids, such as for circulating proteins or cell-free DNA. In contrast, a patient 
with likely occurrence within a 5-year prediction interval may be nominated for less 
extensive tests and offered testing at repeat intervals. 

Performance with data exclusion 
Disease codes within a short time before diagnosis of pancreatic cancer are most 
probably directly predictive such that even without any machine learning, well-trained 
clinicians would include pancreatic cancer in their differential diagnosis. Even more so, 
disease codes just prior to pancreatic cancer occurrence are either semantically similar 
to it or encompass it (e.g., neoplasm of the digestive tract). To infer earlier detection, we 
therefore separately trained the models excluding from the input diseases diagnoses in 
the last 3 or 6 months prior to the diagnosis of pancreatic cancer (Figure S2). As 
expected, e.g., when training with 3-month exclusion of data, the performance for the 
transformer model decreased to a precision of 4.3% [3.9-4.7] and recall of 6.5% [5.9-7.0] 
(99.92% [99.92-99.93] specificity) for cancer occurrence, relative to a precision of 19.4% 
[18.2-21.9] and recall of 15.6% [14.5-16.5] (99.91% [99.90-99.93]% specificity) when 
training with all data - both for cancer occurrence within 12 months (Figure 3F, Table 
S3). 

Comparison to previous methods 
Earlier work also developed ML methods on real-world data clinical records and predicted 
pancreatic cancer risk (Appelbaum, Cambronero, et al. 2021; Appelbaum, Berg, et al. 
2021; Chen et al. 2021). These previous studies did not use the time sequence of disease 
histories and for comparison we implemented an analogous approach, a bag-of-words 
model. We evaluated this model on the DNPR dataset, and the performance for predicting 
cancer occurrence within 12 months was AUROC=0.807 (0.805-0.809), or 0.62% (0.58-
0.66) precision, 7.7% (5.3-10.0) recall and 98.18% (97.59-98.82) specificity, at an optimal 
operational point (maximum F1). With time sequence information taken into 
consideration, the transformer model result is AUROC=0.908 (0.907-0.910), or 19.4% 
(18.2-21.9) precision, 15.6% (14.5-16.5) recall and 99.91% (99.90-99.93) specificity. In 
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other words, when taking time series into account, precision is nearly 20 times higher at 
double the recall (Table S3). 
 
Predictive Features  

Interpretation - feature contribution 
Although the principal criterion for the potential impact of screening trials is robust 
predictive performance, it is of interest to interpret the features of any predictive method: 
which disease diagnoses are most informative of cancer risk? We have therefore used 
two methods for the identification of factors that contribute most to positive prediction. 
One method computationally infers the contribution of a particular input variable on the 
accuracy of prediction. The other method uses prior knowledge and limits the input to 
disease types, which have been reported to be indicative of the likely occurrence of 
pancreatic cancer (Yuan et al. 2020; Klein 2021). These prior-knowledge diseases are 
somewhat predictive of cancer but are less informative compared to the more than 2,000 
available diseases (Table S4, Figure 3E). Our analysis of the contribution of age to the 
final prediction confirmed the importance of increasing age as a risk factor for pancreatic 
cancer. (Figure 4A). 

Interpretation - no data exclusion 
To infer computationally which features contribute most to the assessment of cancer risk, 
we used the integrated gradients (IG) algorithm (Sundararajan, Taly, and Yan 2017) and 
ranked the input features by their contribution to the final predictions (Figure 4B,D). The 
top of the IG-extracted list of features may be symptoms of or otherwise closely related 
to pancreatic cancer, such as 'neoplasms of the digestive tract' or 'neoplasms without 
specification of site', etc. While these certainly can and would be used to predict 
pancreatic cancer, it is more interesting to identify non-trivial combinations of disease 
codes that are early risk factors for pancreatic cancer. While one could carefully filter out 
obviously cancer-related disease codes by expert curation, it is more objective and 
algorithmically well defined to inspect the IG-extracted predictive features after explicit re-
training of the ML model excluding data from the last three or six months before cancer 
diagnosis (Figure 4C,E).  

Interpretation - with data exclusion 
The interpretation of individual risk factors from the ML feature list as mechanistic or 
causative is typically subject to misinterpretation as their contribution here is only 
evaluated in the context of complete disease histories. It is, however, interesting to 
compare the features learned by the neural network system with known risk factors or 
diagnostic indicators. For example, type II diabetes (non-insulin-dependent), obesity, 
weight loss or jaundice ranked high in the feature list as important risk factors (Figure 4), 
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consistent with the epidemiological studies (Yuan et al. 2020; Klein et al. 2013; Kim et al. 
2020) and the observed disease distribution in the DNPR dataset (Figure S3). Other 
factors, such as cholelithiasis (gallstones) and reflux disease, are perhaps of interest in 
terms of potential mechanistic hypotheses, such as inflammation of the pancreas as a 
results of cholelithiasis (gallstones) or a potential link between medication by proton pump 
inhibitors such as omeprazole in reflux disease (Kearns, Boursi, and Yang 2017; Lai 
2021). Alternatively, they may be confounding covariates with other high-scoring factors 
or may be due to reverse causation by the tumor, i.e., not etiologically related to cancer 
development, but still useful for risk modeling if the cancer causes them with enough lead 
time to find the cancer early. Some of the features inferred computationally appear 
unexpected and may appear as a result of oversampling rare events in the training phase 
or may be newly identified predictive features. However, our main goal in this report is to 
achieve robust predictive power from disease histories, rather than mechanistic 
interpretations. 
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Figure 4. Interpreting the predictive features of the best-performing model 
with the integrated gradient method. (A) Contribution of age, a known major risk 
factor. (B-C) Distribution of all the disease codes in regard to the contribution and 
relative frequency in the database for models trained including (B) or excluding (C) 
diagnoses that occurred within 3 months before cancer diagnoses. We used an 
integrated gradients (IG) method to calculate the contribution score for each input 
feature and weighted them by their overall frequency in the database. The top 20 
features (most predictive and frequent) are above the dashed line. (D-E) Top 
features that contribute the most to the cancer prediction, without data exclusion 
(D) or with 3-month data exclusion (E). The features are sorted by the weighted 
contribution (intensity of red with increasing value, last column), which is the 
product of the contribution value (intensity of red with increasing value, next to last 
column) and the disease frequency (not shown). Prior-knowledge diseases (red 
text), i.e., those reported as risk factors in the literature (Table S4), are among the 
top-scoring predictive features. 
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Discussion 

Advances in this work 
Here we presented a new framework for applying deep learning methods using EHR 
disease histories to predict disease risk in support of early detection. The main potential 
advantages in our study are the explicit use of the time series of disease events in ML of 
cancer risk and the higher quality and consistency of the clinical records in the Danish 
health system with nationally organized lifetime patient records. Earlier ML methods 
applied to large-scale clinical records have demonstrated the potential of applying AI 
methods to assess pancreatic cancer risk. However, these studies did not exploit the 
information in the temporal sequence of diseases. Our results indicate that using the time 
ordering in disease histories as input significantly improves the predictive power of AI 
methods in anticipating disease occurrence.  

Challenge: different health systems 
A future challenge for this work, beyond the scope of the current study, is to apply the 
same ML training methodology to clinical records from other healthcare systems, in which 
large real-world data sets are available, e.g., by transfer learning or completely 
independent training. Given the reasonable semantic agreement of the international ICD 
disease codes, one can apply the ML engine with parameters learned in one system 
directly to make predictions for data from another system. However, the transfer of rules 
learned from the Danish data to a system, e.g., in the US, is not guaranteed to lead to a 
satisfactory level of prediction performance, given the differences in population 
distribution of diseases, in how events are coded, the number of codes in national 
implementations of ICD, in diagnostic/screening procedures, and in incidence patterns 
for comorbidities. Nevertheless, the models derived here offer a critical starting point for 
training on other datasets, and potentially be combined with transfer learning to broaden 
the applicability of the proposed prediction tools.  

Challenge: more data 
In the future, we expect further improvements by augmenting the ICD-10 disease codes 
with other data items, such as abdominal CT scans, MRIs, laboratory values, genetic 
data, prescriptions, observations extracted from clinical notes that are not in disease 
procedure codes as well as diagnosis and treatment records from general practitioners 
(Malhotra et al. 2021). To achieve a globally useful set of prediction rules, one would like 
to have access to large data sets of disease histories aggregated nationally or 
internationally. An ideal scenario for a multi-institutional collaboration would be to employ 
federated learning across a number of different healthcare systems (Konečný et al. 2016). 
Federated learning obviates the need for sharing primary data and only requires 
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permission to run logically identical computer codes at each location and then share and 
aggregate the results.  

Personalized screening design 
There is an additional opportunity to tailor the nature of clinical investigations for different 
sections of the high risk population. For example, a patient predicted to get cancer within 
the next 3 to 6 months would immediately be assigned to detailed testing with imaging 
and blood tests, such as CA19-9, cell free DNA for mutations or changes in methylation 
patterns (Widschwendter et al. 2017; Liu et al. 2020; Fahrmann et al. 2021). On the other 
hand, someone projected to get cancer in the two to three year time frame might be 
assigned to a serial surveillance program, with periodic reassessment of risk. Such 
personalized screening would be facilitated by further improvement in the time aspect of 
risk prediction and by the availability of more sensitive biomarkers for early cancer. 

Retraining for pre-selected cohorts 
One attractive scenario is a two-step selection process. For example, a screening trial 
may be limited to people above a certain age (e.g., > 50 years) who also have type II 
diabetes (NCT03731637). With these selection criteria, one can in a fairly straightforward 
manner retrain the machine learning prediction methods to optimize the testing and 
intervention details of a screening trial in the restricted cohort (“Which aspects shall we 
test for that are likely risk factors?” “Which are the best tests given the history of the 
patient?”) and assess the expected prediction accuracy. This in turn would lead to revised 
cost/benefit estimates and revised cohort selection (“how many and which patients?”) of 
a screening program.  

Decision support for clinicians 
A reasonably accurate method for predicting cancer risk affords the opportunity to direct 
high risk patients into clinical screening trials, which if successful would produce a 
scalable workflow for early detection of pancreatic cancer in the community. The risk 
assessment tools described herein could then be made available as decision support 
tools for clinicians. A sufficiently enriched pool of high-risk patients would make detailed 
clinical tests affordable, which currently are prohibitively expensive at a population level, 
and greatly enhance the positive predictive value of these tests.  

Impact on patients 
Prediction performance at the level shown here may be sufficient for the design of real 
world clinical screening trials, in which high risk patients are assigned to high specificity 
screening tests and, if cancer is detected, offered early treatment. AI on real-world clinical 
records has the potential to shift focus from treatment of late- to early-stage cancer, 
improving the quality of life of patients and increasing the benefit/cost ratio. 
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Methods 
Processing of the population-level dataset 

The project was conducted using a dataset of disease history from the Danish National 
Patient Registry (DNPR), covering all 229 million hospital diagnoses of 8.6 million patients 
between 1977-2018 including inpatient, outpatient, and emergency department contacts 
(Schmidt et al. 2015). DNPR contains disease codes annotated according to the 
International Classification of Diseases (ICD), as well as corresponding admission dates 
as well as demographic information for each patient, such as age and sex, via the Civil 
Registration System. 

The most updated ICD classification system has a hierarchical structure, from the most 
general level, e.g., C: Neoplasms, to the most specific four-character subcategories e.g. 
C25.1: Malignant neoplasm of body of pancreas. DNPR contains ICD-10 codes for 
disease administration after 1994 and ICD-8 codes for the remaining period of the 
registry. The Danish version of the ICD-10 is more detailed than the international ICD-10 
but less detailed than the clinical modification of the ICD-10 (ICD-10-CM). In this study, 
we used the three-character category ICD codes (n=2,997) in constructing the predictive 
models and defined “pancreatic cancer (PC) patients” as patients with at least one code 
under C25: Malignant neoplasm of pancreas. The "non-PC patients" are defined as any 
other patients with at least 2 years free of PC before the end of the medical history. The 
end date is defined as the date of death, the end date used to select from the DNPR 
dataset (April 2018), the date of emigration, or the date of the last hospital visit, whichever 
is earlier. 

For the diagnosis codes in the DNPR, we removed disease codes labelled as ‘temporary’ 
or ‘referral’ (8.3% removed, Figure S1), as these can be misinterpreted when mixed with 
the main diagnoses and are not valuable for the purposes of this study.  

Danish citizens are assigned a unique lifetime Civil Registration Number (CPR), which is 
useful for linking to person-specific demographic data. Using these we retrieved patient 
status as to whether patients are active or inactive in the CPR system as well as 
information related to residence status. We applied a demographic continuity filter. For 
example, we removed from consideration residents of Greenland, patients who lack a 
stable place of residence in Denmark or moved abroad, as these would potentially have 
discontinuous observation times. By observation time we mean active use of the 
healthcare system.  

At this point, the dataset comprised a total of 8,110,706 patients, of which 23,601 had the 
ICD-10 pancreatic cancer code C25 and 14,720 had the ICD-8 pancreatic cancer code 
157. We used both ICD-10 and ICD-8 independently, without semantic mapping, while 
retaining the cancer occurrence label, assuming that machine learning is able to combine 
information from both. Subsequently, we removed patients that have too few diagnoses 
(<5 events). The number of positive patients used for training after applying the length 
filter are 23,985 (82% ICD-10 and 18% ICD-8). Coincidentally, this resulted in a more 
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strict filtering for ICD-8 events which were used only in 1977-1994. The final dataset was 
then randomly split into training (80%), development (10%) and test (10%) data, with the 
condition that all trajectories from a patient were only included in one split group, to avoid 
any information leakage between training and development/test datasets.  

For each patient, whether or not they ever had pancreatic cancer, the data was 
augmented by using all continuous partial trajectories of (minimal length >=5 diagnoses) 
from the beginning of their disease history and ending at different time points, which we 
call the time of assessment. For cancer patients, we used only partial trajectories that end 
before cancer diagnoses, i.e. ta<tcancer<tdeath. We used a step function annotation 
indicating cancer occurrence at different time points (3, 6, 12, 36, 60 months) after the 
end of each partial trajectory. For the positive (‘PC’) cases this provides the opportunity 
to learn from disease histories with a significant time gap between the time of assessment 
and the time of cancer occurrence. For example, for a patient, who had pancreatitis a 
month or two just before the cancer diagnosis, it is of interest to learn which earlier 
disease codes might have been predictive of cancer occurrence going back at least 
several months or perhaps years. The latter is also explored by separately re-training of 
the ML model excluding data from the last three or six months before cancer diagnosis. 

Model development 

A desired model for such diagnosis trajectories consists of three parts: embedding of the 
categorical disease features, encoding time sequence information, and assessing the risk 
of cancer. We embed the discrete and high-dimensional disease vectors in a continuous 
and low-dimensional latent space (Mikolov et al. 2013; Gehring et al. 2017). Such 
embedding is data-driven and trained together with other parts of the model. For ML 
models not using embedding, each categorical disease was represented in numeric form 
as a one-hot encoded vector. The longitudinal records of diagnoses allowed us to 
construct time-sequence models with sequential neural networks. Each sequence of 
diagnoses, after embedding, was encoded into a feature vector using different types of 
sequential layers (recurrent neural network, RNN, and gated recurrent units, GRU), 
attention layers (transformer), or simple pooling layers (bag-of-words regression model 
and multilayer perceptron model [MLP]). The encoding layer also included age inputs, 
which has been demonstrated to have a strong association with pancreatic cancer 
incidence (Klein 2021). Finally, the embedding and encoding layers were connected to a 
fully-connected feedforward network (FF) to make predictions of future cancer occurrence 
following a given disease history (the bag-of-words regression model only uses a single 
logistic regression layer).  
 
The model output consists of a risk score that monotonically increases for each time 
interval in the followup period. As cancer by definition occurs before cancer diagnosis, 
the risk score at a time point t is interpreted as quantifying the risk of cancer occurrence 
between ta, the end of the disease trajectory (the time of assessment), and time t = ta + 
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3, 6, 12, 36, 60 months. For a given risk score threshold, which is an operational 
parameter in making predictions, only scores that exceed the threshold are considered to 
indicate cancer occurrence. We currently do not distinguish between different stages of 
cancer, neither in training from cancer diagnoses nor in the prediction of cancer 
occurrence.  
 
The model parameters were trained by minimizing the prediction error quantified as the 
difference between the observed cancer diagnosis in the form of a step function (0 before 
the occurrence of cancer, 1 from the time of cancer diagnosis) and the predicted risk 
score in terms of a positive function that monotonically increases from 0, using a cross-
entropy loss function, with the sum over the five time points, and L2 regularization on the 
parameters (Figure 2). 
 

𝑙𝑜𝑠𝑠 =
1
𝑁
1
𝑁!

'(𝑦",$   log  ( 𝑝̂%, $(𝑥") 3 + 51 − 𝑦",$7 log(1 − 𝑝̂%,$(𝑥")33
",$

+ 𝜆'||Θ||' 

 
where 𝑡 ∈ {3,6,12,36,60} months; 𝑁! is the number of time points, 𝑁! = 5 for non-cancer 
patients and 𝑁! ≤ 5 for cancer patients where we only use the time points before the 
cancer diagnosis; 𝑖 = 1,2,3…𝑁	samples; Θ is the set of model parameters; λ' is the 
regularization strength; 𝑝̂ is the model prediction; 𝑥" are the input disease trajectories, 
𝑦",$ = 1 for cancer occurrence or 0 for no cancer within a 𝑡-month time window. 
	
The transformer model, unlike the recurrent models, does not process the input as a 
sequence of time steps but rather uses an attention mechanism to enhance the 
embedding vectors correlated with the outcome. In order to enable the transformer to 
digest temporal information such as the order of the exact dates of the diseases inside 
the sequence, we used positional embedding to encode the temporal information into 
vectors which were then used as weights for each disease token. Here we adapted the 
positional embedding from (Vaswani et al. 2017) using the values taken by cosine 
waveforms at 128 frequencies observed at different times. The times used to extract the 
wave values were the age at which each diagnosis was administered and the time 
difference between each diagnosis. In this way the model is enabled to distinguish 
between the same disease assigned at different times as well as two different disease 
diagnoses far and close in time. The parameters in the embedding machine, which 
addresses the issue of data representation suitable for input into a deep learning network, 
were trained together with the encoding and prediction parts of the model with back 
propagation (Figure 2). 
 
To comprehensively test different types of neural networks and the corresponding 
hyperparameters, we conducted a large parameter search for each of the network types 
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(Table S2). The different types of models include simple feed-forward models (LR, MLP) 
and more complex models that can take the sequential information of disease ordering 
into consideration (RNN, GRU and Transformer). See supplementary table with 
comparison metrics across different models (Table S3). In order to estimate the 
uncertainty of the performances, the 95% confidence interval was constructed using 200 
resamples of bootstrapping with replacement.  
 
For patients without a pancreatic cancer diagnosis, we only include trajectories that end 
at least 2 years before the end of their disease records (death or the end date of the 
DNPR). This avoids the uncertainty of cases in which undiagnosed cancer might have 
existed before the end of the records. For patients with a pancreatic cancer diagnosis 
code, we used a time window of 5 years prior to cancer onset to define valid positive 
cases. Trajectories that end no earlier than 5 years before cancer diagnosis are 
considered positive samples, and the others are counted as negative samples. Due to 
the small number of cases of pancreatic cancer compared to controls, we used dataset 
balancing in training. For each training batch/epoch, we oversampled the pancreatic 
cancer cases to match the count of negative controls.  
  

Interpreting clinically relevant features 

In order to find the features that are strongly associated with pancreatic cancer, we have 
used an attribution method for neural networks called integrated gradients (Sundararajan, 
Taly, and Yan 2017). This method calculates the contribution of input features, called 
attribution, aggregating the gradients along the path from the input to the baseline. Here 
we picked the output of interest to be the 36-month prediction. Positive and negative 
attribution scores (contribution to prediction) indicate positive correlation with pancreatic 
cancer patients and non-pancreatic-cancer patients, respectively. Since the gradient 
cannot be calculated with respect to the indices used as input of the embedding layer, the 
input used for the attribution was the output of the embedding layer. Then, the attribution 
at the token level was obtained summing up over each embedding dimension and 
averaged across all the patient trajectories. We therefore developed a normalized 
contribution score by weighting the attribution with the overall frequency of each disease 
respectively. Similarly, for each trajectory, we calculated the age contribution as the sum 
attribution of the integrated gradients of the input at the age embedding layer.  

Software 

The software will be made freely available in source code on a github repository. 
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Supplementary Materials 
Figure S1. Preprocessing and filtering of the DNPR diagnosis data. 
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Table S1. Description of the patient cohorts used in this study (DNPR). 
 
Population Metadata (n=8,110,706 persons) 

Gender Male  Female  

Total Count 4,030,504 (49.69%) 4,080,202 (50.31%) 

Alive 2,754,152 (33.96%) 2,827,021 (34.86% ) 

Dead 1,276,352 (15.74%) 1,253,181 (15.45%) 

After continuity and length filtering 2,938,248 (36.23%) 3,239,989 (39.95%) 

Age at last record (0-10) 216,329 (2.67%) 204,774 (2.52%) 

Age at last record (10-20) 332,326 (4.10%) 314,445 (3.88%) 

Age at last record (20-30) 322,802 (3.98%) 298,219 (3.68%) 

Age at last record (30-40) 283,200 (3.49%) 305,470 (3.77%) 

Age at last record (40-50) 323,811 (3.99%) 380,730 (4.69%) 

Age at last record (50-60) 368,686 (4.55%) 419,100 (5.17%) 

Age at last record (60-70) 373,220 (4.60%) 402,625 (4.96%) 

Age at last record (70-80) 394,789 (4.87%) 408,890 (5.04%) 

Age at last record (80-90) 258,193 (3.18%) 342,174 (4.22%) 

Age at last record (90-100) 63,470 (0.78%) 156,154 (1.93%) 

Age at last record (100-110) 1,422 (0.02%) 7,391 (0.09%) 

Age at last record (110-120)  7 (0.00%) 
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Pancreatic Cancer Patients (n=23,895) 

 Male Female 

Total Count 11,880 (49.53%) 12,105 50.47% 

Age at pancreatic cancer diagnosis (0-10) 1 (0.00%) 1 (0.00% ) 

Age at pancreatic cancer diagnosis (10-20) 1 (0.00%) 7 (0.03%) 

Age at pancreatic cancer diagnosis (20-30) 11 (0.05%) 11 (0.05%) 

Age at pancreatic cancer diagnosis (30-40) 92 (0.38%) 93 (0.39%) 

Age at pancreatic cancer diagnosis (40-50) 474 (1.98%) 417 (1.74%) 

Age at pancreatic cancer diagnosis (50-60) 1,626 (6.78%) 1,304 (5.44%) 

Age at pancreatic cancer diagnosis (60-70) 3,585 (14.95%) 2,950 (12.30%) 

Age at pancreatic cancer diagnosis (70-80) 4,017 (16.75%) 4,076 (16.99%) 

Age at pancreatic cancer diagnosis (80-90) 1,925 (8.03%) 2,751 (11.47%) 

Age at pancreatic cancer diagnosis (90-100) 148 (0.62%) 490 (2.04%) 

Age at pancreatic cancer diagnosis (100-110)  5 (0.02%) 
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Figure S2. Data augmentation and exclusion experiments.  
 
For each patient in the dataset, the data was augmented by using all continuous partial 
trajectories of (minimal length >=5 diagnoses) from the beginning of their disease history 
and ending at different time points, which we call the time of assessment. We used a step 
function annotation indicating cancer occurrence at different time points (3, 6, 12, 36, 60 
months) after the end of each partial trajectory. For the positive cases this provides the 
opportunity to learn from disease histories with a significant time gap between the time of 
assessment and the time of cancer occurrence. For example, for a patient, who had 
abdominal pain a month or two just before the cancer diagnosis, it is of interest to learn 
which earlier disease codes might have been predictive of cancer occurrence going back 
at least several months or perhaps years. The latter is also explored by separately re-
training of the ML model excluding data from the last three or six months before cancer 
diagnosis. 
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Table S2. Hyperparameter search for machine learning models. 
 
To comprehensively test different types of neural networks and the corresponding 
hyperparameters, we conducted a large parameter search for each of the network types. 
The different types of models include simple feed-forward models (LR, MLP) and more 
complex models that can take the sequential information of disease ordering into 
consideration (RNN, GRU and Transformer). The hyperparameters of the best performing 
model are highlighted in bold. 
 
 Type of ML model 

Hyper-parameters Bag of words MLP GRU Transformer 

Dropout 0 0,0.1 0,0.1 0, 0.1 

Weight decay 0.001 0,0.001 0,0.001 0, 0.001 

Only prior knowledge 
diseases 

False, True False False False, True 

Dimension of hidden 
layer  

- 32, 128, 256 32, 64, 128, 256 32, 256 

Number of hidden 
layers  

- 1, 2 1, 2, 4 1, 2, 4 

Age input None None None, positional 
embedding 

None, positional 
embedding 

Time input None None None, positional 
embedding 

None, positional 
embedding 

Number of Heads - - - 8, 16, 32 
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Table S3. Performance of exclusion experiments. 
 
A summary of performance of different models trained with different data exclusion 
intervals for different prediction intervals. In order to estimate the uncertainty of the 
performance metrics, a 95% confidence interval was computed using 200 resamples 
(bootstrapping with replacement). The best performance for each scenario is highlighted 
in bold. Specificity, precision, and recall are for the F1-optimal operational point. 
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Table S4. Prior knowledge disease codes. 
 
A subset of 23 diseases that have been considered as risk factors for pancreatic cancer 
(Yuan et al. 2020; Klein 2021). Indeed, most of these make a significant contribution to 
the ML prediction of cancer occurrence (Figure 4). We also used this subset of 
diseases in training for comparison, called prior-knowledge diseases. 

 
 
 
Figure S3. Distribution of disease codes as a function of age in the database.  
 
Distribution of disease codes for a representative subset of diseases reported to 
contribute to the risk of pancreatic cancer, as a fraction of all pancreatic cancer patients 
(orange) and all non-cancer patients (blue). The similarity of the distributions for some of 
these diseases with the distribution of occurrence of pancreatic cancer (red line) is 
consistent with either a direct or indirect contribution to cancer risk - but not taken as 
evidence in this work. The disease codes are ICD-10/ICD-8.  
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Supplementary Results 
 
Draft economic considerations for the design of clinical screening trial 
 
We propose a toy estimate of a practical scenario for a screening trial, taking into account 
typically available real-world data, the accuracy of prediction on such data, the estimated 
cost of a screening trial, the cost of clinical screening methods and the overall potential 
benefit of treatment.  
 
The detailed design of a screening program, to be explored in clinical trials, depends on 
the organization of a particular health care system. In a ‘walk in’ scenario, in approximate 
analogy to colonoscopic screening for colorectal cancer, patients older than, e.g., age 50 
would be invited for assessment of their risk by the prediction tool every 5 years and, if 
identified as high-risk, offered extensive clinical testing. In a ‘national system’ scenario, 
possible in centralized health systems with location-independent centralized aggregation 
of electronic health records, risk assessment could be done on an ongoing basis, possibly 
for each patient whenever a new disease event occurs. If a high-risk prediction is 
triggered, the responsible physician would receive an alert. With this diversity of 
scenarios, it is reasonable to propose clinical screening trials in several countries tailored 
to their particular health system. 
 
To illustrate the economic benefits of such a screening and to stimulate discussion 
regarding the optimization of trial design, we have made a first-order-estimate for a clinical 
screening trial of 10,000 people using the best model (the transformer model). For 
simplicity, we have made no assumptions regarding age distribution. Here is a simple 
economic model.  

 
Net Benefit = Average benefit for each correctly identified cancer patient * TP 

!"!#$%&'$(&%)!*+,*%-*!.$(!*/01!1&)12(&-3!,/'&*%'!4!5 

!"!6/-&0!0$-'!,*(!*%($77**!4!8 
 
where the screening cohort is N=10,000 and TP is the number of true positives, i.e., the 
number of correctly identified high-risk patients, and P is the number of actual positive 
patients, which we estimated using cancer incidence of the DNPR dataset. In our cost-
benefit estimate, we arbitrarily set the screening trial cost at $200 per enrollee, the 
additional monitoring expense for a patient predicted at high risk by screening at $10,000 
and the extra cost saved for advanced treatment for each monitored patient at $200,000, 
averaged over those in which cancer is detected (savings in excess of $200,000) and 
those in which it is not detected (no savings).  
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Figure S4. An estimate of financial benefits for different models. We analyzed 
each possible operational point and calculated the corresponding cost and benefit, 
respectively. We plotted the net benefits as a function of coverage of cancer 
patients, i.e. recall or sensitivity. Covering more cancer patients apparently leads 
to a larger total benefit, but the total cost also scales up non-linearly. The optimal 
point is picked for the maximal net benefit.  

 
An optimal decision threshold has to balance the cost of assessment and testing against 
the potential financial benefit for reducing treatment cost. Using this simplified model, we 
estimated the net benefits of different models with all possible operational points. Such a 
screening trial for 10,000 people would have $760,000 net benefit by choosing the 
balance between true and false positives such that the net benefit is optimal. This 
corresponds to a precision of 14.0% and a specificity of 99.7%. In contrast, a less good 
model GRU would have $540K net benefits but a bag-of-words model (baseline) would 
have no net benefits for any operational point because of the low incidence of pancreatic 
cancer. 
 
The proposed concrete design of a screening trial is intended to guide the debate and 
ultimate decisions regarding implementation with clinicians and healthcare professionals. 
However, this hypothetical calculation is based on arbitrary numbers and does not reflect 
real-world cost analysis. Nor does this economic model reflect the non-monetary benefits 
to patients’ quality of life, which should be the dominant factor in the design of trials and 
early intervention programs. In a real-world scenario, clinicians and payers in a particular 
health system have the opportunity to optimize the design of such screening trials with 
realistic cost-benefit parameters, as well as consideration of communication ethics and 
the non-financial aspects of patient benefit.  
 
A key challenge for future realistic economic estimates is the mapping between ICD 
(diagnosis) codes to CPT (billing) codes that are used for expense calculations and 
reimbursements. In addition, in the US, there is usually a lot of geographical variability in 
reimbursement even for the same CPT/billing codes. 
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