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Abstract

Predicting the secondary, i.e. base-pairing structure of a folded RNA strand is an
important problem in synthetic and computational biology. First-principle algorithmic
approaches to this task are challenging because existing models of the folding process
are inaccurate, and even if a perfect model existed, finding an optimal solution would be
in general NP-complete. In this paper, we propose a simple, yet extremely effective
data-driven approach. We represent RNA sequences in the form of three-dimensional
tensors in which we encode possible relations between all pairs of bases in a given
sequence. We then use a convolutional neural network to predict a two-dimensional map
which represents the correct pairings between the bases. Our model achieves significant
accuracy improvements over existing methods on two standard datasets. Our
experiments show excellent performance of the model across a wide range of sequence
lengths and RNA families. We also observe considerable improvements in predicting
complex pseudoknotted RNA structures, as compared to previous approaches.

Author summary

Structure prediction for RNA sequences is a computationally difficult task that is of
increasing importance in applications such as medical diagnostics and drug design; this
is because the structure of a folded RNA strand to a large extent defines its function.
An open RNA strand can fold to many different structures of varying thermal stability,
and the goal of structure prediction is to determine a most stable one among these.
There are two main difficulties to this task. Firstly, a given RNA sequence can fold into
an enormous number of alternative structures, and a computational search for a most
stable one in this huge space can be very demanding. The search can however be
facilitated by using heuristics that take into account some underlying principles of the
folding process. Here is where machine learning methods come into play: they are
suitable for discovering patterns in data, and can thus predict features of the desired
structure based on previously learned patterns. Secondly, there do not yet exist fully
satisfactory coarse-grained models for the most popular metric for stability, the free
energy of the folded structure. Although in principle a minimum free energy (MFE)
structure should be a good candidate for a most stable one, MFE structures determined
according to current energy models do not match experimental data on native RNA
conformations very well. We show how to use an artificial neural network design to
predict the structure for a given RNA sequence with high accuracy only by learning
from samples whose native structures have been experimentally characterized,
independent of any stability metric or energy model.
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Introduction

The RNA structure prediction problem

RNA is a highly versatile molecule of life: it has several key roles in the essential cellular
processes of gene expression and regulation, carries cellular signals, and serves as a
multi-purpose catalyst. It is a linear polymeric molecule constituted of elementary
nucleotide units with bases adenine (A), cytosine (C), guanine (G) and uracil (U),
bound to a sugar-phosphate backbone. RNA molecules, which are natively
single-stranded, fold upon themselves to create biologically active 3D conformations,
following mostly (but not completely) similar Watson-Crick base pairing rules as DNA:
adenine pairs with uracil (A-U) and guanine with cytosine (G-C), but often also with
uracil (the G-U wobble pair). To understand, and eventually control, this critical
function-forming process, it is important to be able to predict how a given nucleotide
sequence (the primary structure) folds upon itself to create a base-pairing secondary
structure and eventually the geometric 3D tertiary structure. Because predicting the
final tertiary structure is extraordinarily difficult, much research has focused on trying
to resolve the intermediate problem of secondary structure formation.

In simple cases, RNA secondary structures exhibit a clean hierarchical arrangement
composed of blocks of matching base-pairs (stem segments) interspersed with intervals
of unpaired bases (loops), analogous to a well-parenthesised string in a formal language.
In fact, one standard representation for these basic structures is the dot-bracket
notation, where the bases are enumerated from the 5’-sugar end of the backbone
towards the 3’-sugar end: each base initiating a pair is denoted by an opening
parenthesis, the matching closing base by a closing parenthesis, and the unpaired bases
by dots. The situation is, however, significantly complicated by base-pairs that break
this hierarchical arrangement, so called pseudoknot connections. Theoretically, an
optimal non-pseudoknotted secondary structure for a given sequence can be found
efficiently by a dynamic programming approach, whereas the problem becomes
NP-complete when pseudoknots are allowed.

Related work

Most secondary structure prediction approaches propose some scoring function and
strive to find appropriate structures with respect to this function. In the common case
where the score is based on an energy model, the goal is either to determine a minimum
free energy (MFE) structure in the given model, or sample structures according to a
corresponding Boltzmann probability distribution.

Energy-based algorithmic methods. These methods find a thermodynamically
minimum free energy structure for a given sequence and an energy model. Zuker [1,2]
proposed a basic dynamic programming approach to find an MFE structure by
aggregating locally optimal structural elements with respect to a proposed energy
model. Later on, Turner [3,4] presented a more comprehensive “nearest neighbour”
energy model, which became the core for many other methods originating from the
Zuker algorithm, such as UNAFold [5], RNAStructure [6] and Vienna RNAfold [7], the
latter tuning the energy parameters somewhat. Lyngsg and Pedersen [8] showed that
finding MFE structures in a given energy model becomes NP-complete when
pseudoknots are allowed. Hence, algorithmic methods based on dynamic programming
cannot cover pseudoknots without compromising their efficiency. Some methods such as
IPknot [9] and ProbKnot [10] use heuristics to predict also pseudoknotted structures.

Energy-based learning methods. The MFE structure for a sequence, given an
energy model, is not necessarily the desired target structure. Energy models are not
perfect because the thermodynamic parameters are calculated experimentally from
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many yet not sufficient number of samples. The ContraFold method [11] tries to learn
new parameter sets and find the structure with respect to them, although the
optimization is still with a dynamic programming algorithm.

Deep Learning methods. CDPFold [12] uses a convolutional neural network to
predict a scoring matrix that is then fed to a dynamic programming algorithm to
extract the dot-bracket structure. It can only predict non-pseudoknotted structures due
to being limited to the dot-bracket notation, and also is not time-efficient for sequences
longer than a few hundred bases because of the dynamic programming post-processing.
Recently, E2Efold [13] proposed a deep neural network that outputs scores for all
possible pairings in an RNA sequence and a differentiable post-processing network that
converts the scores into a secondary structure. The score network of E2EFold had an
architecture based on transformers [14] and convolutional layers. The post-processing
tool was designed by convex relaxation of a discrete optimization problem to a
continuous one. SPOT-RNA [15] is a deep learning model based on convolutional layers
and custom 2D-BLSTM layers. This model considers also triplets (bases connected to
two others) and non-canonical pairings. However it is limited to sequences shorter than
500 nucleotides (nt) due to the complexity of the model and memory limit.

MXFold2 [16] is the most recent model which contains one-dimensional and
two-dimensional convolutions and recurrent BiLSTM layers. The output has four
different scores for each pair including helix stacking, helix opening, helix closing and
unpaired region. The model that we propose in this paper is conceptually much simpler
than the previous models, yet it results in very competitive performance.

Related problems. Learning-based methods dominate in related structure
prediction problems. For example EternaBrain [17] uses reinforcement learning to
address the RNA sequence design (inverse folding) problem. As another example, the
recently proposed AlphaFold [18] set the new state of the art in predicting structures for
proteins. The algorithm contains multiple deep learning components such as variational
autoencoders, attention mechanism and convolutional networks.

Problem definition

The problem of predicting the secondary structure of an RNA can be formulated as
follows. Given a sequence of bases ¢ = (q1, ¢2, - --,qr), where each base ¢; can take one
of the four values A, U, C, G, the task is to predict a set of pairings {(g¢;, ¢;)} that
define the secondary structure. For example, given a sequence
CGUGUCAGGUCCGGAAGGAAGCAGCACUAAC, one needs to predict the pairings
(q2,927); (a3, 926), (q4, 425), (45, 424, (q105 q19), (911, @18), (@12, q17) Which define the
structure shown in Fig. 1.

There are a set of constraints that need to be satisfied:

e There are six possible types of pairings: (A, U), (U, A), (U, G), (G, U), (G, C),
(C, G) (Watson-Crick and wobble pairing types).

e Each base can be either pairs with a single other base or unpaired. If base i is
paired with base j, base j is paired with base 1.

e The minimum distance for pairing is 3, that is |i — j| > 3.
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Fig 1. General illustration of our solution. We represent an RNA sequence as
two-dimensional map with 8 channels with one-hot encoding. We process the map with
a convolutional network which produces a score matrix for all possible pairings. Finally,
we convert the score matrix into the RNA secondary structure.

Materials and methods

Representing RN A sequences and secondary structure targets
as tensors

The key component of our approach is the way we encode RNA sequences. We represent
an RNA sequence ¢ of length L as an L x L x 8 tensor X which can be viewed as a
two-dimensional L x L map with eight channels (see the input tensor Fig 1). An
eight-dimensional vector of features in location (7, j) of X is a one-hot representation of
eight possible relations between bases ¢; and ¢; in positions 4 and j:

e Six channels indicate that base ¢; can pair with base g¢;, that is pair (g;,q;) is one
of the six possible combinations of bases (A, U), (U, A), (U, G), (G, U), (G, C),
(C, G).

e One channel is used to indicate that i = j, i.e. this channel is set to ones only for
the positions on the main diagonal of map X. The purpose of this channel is to
ease detecting unpaired bases which we encode with non-zero elements on the
diagonal of the target matrix.

e One channel indicates that a pairing between bases ¢ and j is not possible due to
a non-valid combination of bases, too short distance between two bases, or any
other constraint.

We formulate the target for the model output as a binary L x L matrix 7" in which
the ¢j-th element ¢;; = 1 if bases ¢ and j are paired and ¢;; = 0 otherwise. t;; = 1 means
that base i is unpaired (see the target matrix Fig 1).
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The advantage of the proposed representation is that it makes it equally easy to
predict local and long-distance pairings. Local pairings are represented by non-zero
elements in maps X and Y that are close to the main diagonal (see the target matrix in
Fig. 1). Long-distance pairings correspond to locations in X and Y that are farther
away from the main diagonal. Both types of structures can be easily detected by
processing the input X with a convolutional neural network (CNN). CNN is also a
powerful tool for detecting stem segments: blocks of consecutive bases paired with
another block of bases. In our matrix representation, such pairings are represented by a
sequence of non-zero elements in matrix ¥ which are either parallel or orthogonal to the
main diagonal. These patterns can be easily detected with a CNN. Due to weight
sharing, CNNs can process sequences of varying length and the processing is equivariant
to translations of the input sequence. These are useful properties for our application.

Prediction model

We represent each sequence as a 3-dimensional tensor (input tensor in Fig 1) which is
the input of our prediction model. The output of the network is a 2-dimensional matrix
(Target matrix in Fig 1) in which each element at (4, j) position shows the score for
having (¢, j) pairing in the predicted structure. Then, we extract the structure using our
post-processing method. The

The prediction model takes an L x L x 8 tensor X as input and produces an output
Y of shape L x L. The model starts with two convolution blocks followed by M residual
blocks with skip connections and N residual blocks with shared weights (see Fig. 2).
Each convolutional block is a convolutional layer with a 3 x 3 kernel and 32 output
channels followed by batch-normalization and LeakyRelu activation function. To keep
the size after each convolutional block unchanged, we have applied the required padding.

M residual blocks

o™
X
o
>
=}
o
3]

conv 3 X 3
conv 3 X 3
conv 3 X 3
conv 3 X 3
conv 3 x 3
conv 3 x 3
conv 3 X 3

Fig 2. The architecture of the prediction model. “conv” denotes a convolutional
layer followed by batch normalization and LeakyRelu nonlinearity. The readout layer is
another conv block followed by a convolution layer both with kernel size 1. The loss is
computed after each residual block with skip connections.

We encourage the network to arrive at the correct solution as fast as possible by
computing the loss after each residual block. The model output Y,, after the n-th
residual block is computed using a readout module which is a convolutional block
followed by a convolution layer with one output channel. The loss function penalizes the
difference between Y,, and the target matrix 7. We use the mean-squared error as the

loss: 1
_ (n) 2
ln = vl Z (i —tij)
ijev
where yl(jn) is the 7j-th element of Y,, and V is a set of all pairs except for pairs with a
non-valid combination of bases, too short distance between the bases or any other
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constraints. The mean-squared error was chosen because it produced the best results
among other alternatives that we tried. The final loss is the average of the N
intermediate loss values [ = % EnN:1 I

Post-processing

The output of the model is an L x L matrix which needs to be converted into a set of
pairings that represent the secondary structure of an RNA sequence. We have used two
alternative approaches for post-processing.

In the first approach, we try to extract a secondary structure in which each base is
either paired to a single other base or unpaired (this condition holds for all RNA
structures in the training datasets that we considered). The model output Y = Yy is
interpreted as a weighted adjacency matrix of a weighted graph in which the nodes
correspond to bases and the weights of the edges reflect the chance that there is a
pairing between the corresponding bases according to the model.! Our goal is to find a
set of edges without common nodes and with the option of including self-loops such that
the sum of the weights is maximised. We solve this problem using the Blossom
algorithm.? This post-processing algorithm guarantees that each base is either paired
with a single other base or unpaired. The problem with this post-processing is that it is
computationally expensive, especially for long sequences.

In the second approach, we make a connection between base i and base j if the
corresponding element y;; of the model output has the maximum value in the i-th row
of Y. This algorithm runs in time O(L?) but it often produces invalid structures
because it does not guarantee the symmetry of pairings. This post-processing algorithm,
however, yields similar results in terms of precision and recall compared to the Blossom
post-processing (see Table 2). Therefore, we use it when we tune the hyperparameters
of the model. We call this algorithm Argmax post-processing.

Results

Datasets: There are three commonly used datasets for RNA structure prediction.

1. RNAStralign [19] contains 37149 structures from eight RNA families with
sequence lengths varying between 30 and 1851 nucleotides (nt). For sequences
with multiple secondary structures, we randomly kept only one target secondary
structure and therefore retained only 30451 samples. We split the dataset into
80% training, 10% validation, and 10% test sets (exactly as suggested in [13]) so
that each RNA family had approximately the same representative fraction in each
set as in the full dataset. Fig 3 shows the frequency of different lengths in this
dataset in which the proportions are the same for all train, test, and validation
sets. We use this dataset for training and testing purposes.

2. Archivell [20] contains 2975 samples with sequence lengths between 28 and
2968 nt from 10 RNA families (two additions to the RNAStrAlign families). We
only tested our model on this dataset without any fine-tuning to evaluate it on a
completely different sample set and compare with other methods.

1To reduce the computational cost, we retain only k = 3 edges of maximum weight for each node.

2We used available implementations of Blossom that do not support self-loops. To overcome this
problem, we created a graph which contains two copies of the original weighted graph with the self-loops
excluded and with additional connections between each pair of nodes representing the same node in the
original graph. The weights of the additional connections are the weights of the corresponding self-loops
multiplied by two.
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3. BpRNA [15] contains 1305 samples shorter than 500 nt from several RNA families.
We tested our model on this dataset without any fine-tuning to evaluate our
model performance on samples from completely new families.

0.005 4 Train
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Fig 3. RNAStrAlign dataset lengths density for train, test, and validation
sets. We use density instead of absolute number of samples because of different set
sizes.

We evaluated the trained models using average precision, recall and F'1-score, where
precision reflects “how correct are our predicted pairings”, recall shows “how many of
the target pairings our model could predict”, and Fl-score is a harmonic average of the
first two.

We trained the following variants of the proposed model.

1. CNNFold has M = 2 residual blocks and N = 2 shared residual blocks trained for
30 epochs on the whole trainset.

2. CNNFold-600 has M = 2 residual blocks and N = 2 shared residual blocks but
trained for 400 epochs on the samples shorter than 600 nt.

3. CNNFold-600-big has M = 10 residual blocks and N = 2 shared residual blocks
trained for 45 epochs on samples shorter than 600 nt. Due to the memory limit,
we cannot use this model for long sequences.

We trained three different models using the Adam optimizer with learning rate 0.005.
To avoid problems caused by the limited size of the GPU memory, we used mini-batches
with varying sizes. We used only one sequence in a mini-batch for sequences longer than
1000 nt, while we used up to 16 samples in mini-batches containing shorter sequences.
CNNFold and CNNFold-600-big have 95k and 317k parameters respectively while
E2EFold and SPOT-RNA have 719k and 1746k parameters respectively.

While tuning the model, we found that CNNFold works slightly worse on short
sequences (L < 600) than CNNFold-600. CNNFold-600-big outperforms the other two
models on short sequences. These results are presented in Table 1. Eventually, we use
CNNFold-600-big to process sequences with L < 600 and CNNFold to process sequences
with L > 600. We call this ensemble of the two models CNNFold-mix.

The results on the RNAStrAlign dataset indicate that our model achieves significant
improvements compared to the present state of the art (see Table 2). For example, the
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Table 1. Results for our model trained on different parts of the
RINAStrAlign training set.

F1, all data | F1, L <600 | Weighted F1, all data
CNNFold-600-big - 0.970 -
CNNFold-600 0.900 0.948 0.812
CNNFold 0.916 0.928 0.842
CNNFold-mix 0.936 0.970 0.863

fraction of undetected pairings is only 0.093 for our model, which is less than two-fifths
of the value 0.212 achieved by E2Efold. Our model achieves an impressive F1-score of
0.936 which is substantially higher than 0.821 of the previously best method on
RNAStrAlign dataset. Fig 4 shows one randomly picked sample from 5S family. There
are two other examples (S2 Fig and S3 Fig) in the supplementary materials. Not only
are all the predictions visually close to their target structures, but they are also valid
structures due to our post-processing method.
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Fig 4. Visualization for E00001 from 5sRNA family. (a) is the target secondary structure and (b) is our prediction
produced by CNNFold-mix with 93.4% accuracy. Structure diagrams are generated by the Forna [21] tool.

Our model performs very well on both short and long sequences. One indication of
this are the results presented in Table 1. To emphasize the performance on longer
sequences, similarly to [13], we computed a weighted average of the Fl-scores where the
weight for a sequence of length Ly, is wy, = L/ >, Li. The weighted Fl-score (see the
last column of Table 2) indicates that our model works much better on long sequences
compared to the previous methods. Fig. 5 shows a more in-detail scatter plot in which
each point represents a sample with its length and F1-score.

To test how our model generalises to a dataset with a different distribution of
sequences, we evaluated its performance on the popular Archivell dataset [20]
(summarised in Table 3). The achieved F1-score is slightly smaller than the one on
RNAStrAlign, but our model is clearly the best model among the competitors.

The SPOT-RNA group [15] did not report results on the Archivell dataset and
replicating their model is not straightforward due to its complexity and the 500 nt
length limit. However, we evaluated our model on the 1305 samples from the BpRNA
dataset. without any retraining or fine-tuning. The achieved F1-score for CNNFold is
0.592 while the score reported in [15] was 0.630 after training on the same dataset.
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Table 2. Results on the RNAStrAlign dataset. “(S)” indicates the results when one-position shifts are allowed, that
is for a base pair (¢, j), the following predictions are also considered correct: (i + 1,75), (i —1,7), (¢,7+ 1), (4,5 —1). The
numbers for the comparison methods are from [13].

Precision  Recall F1 Prec (S) Recall (S) F1 (S) Weighted F1
Mfold [5] 0.450 0.398 0.420 0.463 0.409 0.433 0.366
RNAfold [7] 0.516 0.568 0.540 0.533 0.587 0.558 0.444
RNAstructure [6] 0.537 0.568 0.550 0.559 0.592 0.573 0.471
LinearFold [22] 0.620 0.606 0.609 0.635 0.622 0.624 0.509
CDPfold [12] 0.633 0.597 0.614 0.720 0.677 0.697 0.691
CONTRAfold [11] 0.608 0.663 0.633 0.624 0.681 0.650 0.542
E2Efold [13] 0.866 0.788 0.821 0.880 0.798 0.833 0.720
CNNFold + Argmax 0.955 0.861 0.900 0.955 0.872 0.902 0.812
CNNFold-mix 4+ Argmax 0.956 0.912 0.932 0.958 0.915 0.934 0.863
CNNFold-mix + Blossom 0.975 0.907 0.936 0.978 0.909 0.938 0.872

Table 3. Performance on the Archivell dataset.

Precision Recall F1
Mfold 0.428 0.383  0.401
CDPfold 0.557 0.535  0.545
RNAstructure 0.563 0.615  0.585
RNAfold 0.565 0.627  0.592
LinearFold 0.641 0.617 0.621
CONTRAfold 0.607 0.679  0.638
E2Efold 0.734 0.660  0.686
MXFold2 [16] 0.790 0.815  0.800
CNNFold-mix 0.928 0.879 0.897

Although our training dataset is different and our model is conceptually much simpler,
the achieved F1-score is comparable with SPOT-RNA.

Our performance highly depends on the specific RNA families, with Telomerase and
SRP being the hardest families for our model. In Fig. 5, we use different colours to
show F1-scores for sequences from eight RNA families from the RNAStrAlign test set.
The average F1l-scores for different RNA families are shown in Table 4 for the
RNAStrAlign and Archivell datasets.

CNNFold-mix outpeforms other methods in predicting pseudoknotted structures.
Out of the 3707 samples in our RNAStrAlign test set, 1413 are pseudoknotted, and we
achieved an F1l-score 0.857 on this subset. Although pseudoknotted structures are
presumed to be more complex, CNNFold predicts them almost as well as
non-pseudoknotted ones. A scatter plot of the pseudoknotted samples with respect to
their lengths and their Fl-score is presented in S1 Fig.

Discussion
We have proposed a new learning-based method CNNFold for RNA secondary structure

prediction independent of any energy model. Our results show that CNNFold
significantly outperforms state-of-the-art methods E2Efold on RNAStrAlign and
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Fig 5. Scatter plot of the per-sequence F1l-scores against the sequence lengths. Each point represents a
sample and the model is CNNFold-mix. Colours indicate sequences from eight RNA families from RNAStrAlign.

Table 4. F1l-scores obtained with CNNFold-mix for different RNA families.

RNA Family | RNAStrAlign | Archivell
16S 0.855 0.639
23S - 0.489
55 0.992 0.972
Grp 1 Intron 0.903 0.722
Grp 2 Intron — 0.591
RNaseP 0.832 0.824
SRP 0.787 0.798
telomerase 0.615 0.755
tmRNA 0.830 0.871
tRNA 0.996 0.937

MXFold2 on Archivell datasets while achieving comparable results as the SPOT-RNA
on the BpRNA without any fine-tuning on the dataset. Although the CNNFold model
is less complex than the others (without any LSTM-like layer and with fewer
parameters), it shows an outstanding performance thanks to the representation in which
possible pairings are considered instead of only the sequence.

We believe that the method can be improved further to achieve an even better
accuracy. One possibility is to take into account the length of the RNA sequence. This
may have a positive impact on accuracy as the ensemble of models trained on different
sequence lengths achieved the best performance in our experiments.

An important line of future research is to understand the limitations of the proposed
method and other learning-based algorithms for RNA secondary structure prediction.
The accuracy of the model is superb but it is important to understand how well the
model can predict structural elements which are biologically important. For example,
pseudoknots are difficult to predict, but missing any of them may have a significant
effect on the functional properties of an RNA structure.

The ultimate goal of this line of research is to design new RNA sequences with the
required functional properties. The results presented in this paper suggest that the
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proposed model can be a useful building block towards achieving this goal. It remains
to be seen how well the model generalises to completely new RNA sequences that can
be proposed in the design process. It may also be useful to extend the model to support
multiple secondary structure predictions for a given sequence. This way one can

increase the chance of finding RNA structures with the required functional properties.

Acknowledgments

This work has been supported by Academy of Finland grant 311639, “Algorithmic
Design for Biomolecular Nanotechnology (ALBION)”. The authors wish to acknowledge
CSC — IT Center for Science, Finland, for computational resources.

References

1.

10.

11.

Zuker M, Stiegler P. Optimal computer folding of large RNA sequences using
thermodynamics and auxiliary information. Nucleic Acids Research.
1981;9(1):133-148.

Zuker M, Sankoff D. RNA secondary structures and their prediction. Bulletin of
Mathematical Biology. 1984;46(4):591-621.

Xia T, SantaLucia J, Burkard ME, Kierzek R, Schroeder SJ, Jiao X, et al.
Thermodynamic Parameters for an Expanded Nearest-Neighbor Model for
Formation of RNA Duplexes with Watson-Crick Base Pairs. Biochemistry.
1998;37(42):14719-14735.

Turner DH, Mathews DH. NNDB: the nearest neighbor parameter database for
predicting stability of nucleic acid secondary structure. Nucleic Acids Research.
2010;38(suppl-1):D280-D282.

Markham NR, Zuker M. UNAFold: Software for Nucleic Acid Folding and
Hybridization. In: Keith JM, editor. Bioinformatics: Structure, Function and
Applications. Springer; 2008. p. 3-31.

Bellaousov S, Reuter JS, Seetin MG, Mathews DH. RNAstructure: web servers
for RNA secondary structure prediction and analysis. Nucleic Acids Research.
2013;41(W1):W471-W474.

Lorenz R, Bernhart SH, Honer zu Siederdissen C, Tafer H, Flamm C, Stadler PF,
et al. ViennaRNA Package 2.0. Algorithms for Molecular Biology. 2011;6(1):26.

Lyngss RB, Pedersen CNS. Pseudoknots in RNA secondary structures. In:
Proceedings of the Fourth Annual International Conference on Computational
Molecular Biology - RECOMB ’00. New York, New York, USA: ACM Press; 2000.
p. 201-209.

Sato K, Kato Y, Hamada M, Akutsu T, Asai K. IPknot: fast and accurate
prediction of RNA secondary structures with pseudoknots using integer
programming. Bioinformatics. 2011;27(13):i85-193.

Bellaousov S, Mathews DH. ProbKnot: Fast prediction of RNA secondary
structure including pseudoknots. RNA. 2010;16(10):1870-1880.

Do CB, Woods DA, Batzoglou S. CONTRAfold: RNA secondary structure
prediction without physics-based models. Bioinformatics. 2006;22(14):¢90-¢98.

May 17, 2021

11/15


https://doi.org/10.1101/2021.05.24.445408
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.05.24.445408; this version posted May 24, 2021. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Zhang H, Zhang C, Li Z, Li C, Wei X, Zhang B, et al. A new method of RNA
secondary structure prediction based on convolutional neural network and
dynamic programming. Frontiers in Genetics. 2019;10:467.

Chen X, Li Y, Umarov R, Gao X, Song L. RNA Secondary Structure Prediction
By Learning Unrolled Algorithms. In: International Conference on Learning
Representations; 2020.

Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L., Gomez AN, et al.
Attention is all you need. In: Advances in neural information processing systems;
2017. p. 5998-6008.

Singh J, Hanson J, Paliwal K, Zhou Y. RNA secondary structure prediction
using an ensemble of two-dimensional deep neural networks and transfer learning.
Nature Communications. 2019;10(1):1-13.

Sato K, Akiyama M, Sakakibara Y. RNA secondary structure prediction using
deep learning with thermodynamic integration. Nature Communications.

2021;12(1):941. doi:10.1038/s41467-021-21194-4.

Koodli RV, Keep B, Coppess KR, Portela F, participants E, Das R. EternaBrain:
Automated RNA design through move sets and strategies from an Internet-scale
RNA videogame. PLOS Computational Biology. 2019;15(6):1-22.

doi:10.1371 /journal.pchi.1007059.

Senior AW, Evans R, Jumper J, Kirkpatrick J, Sifre L, Green T, et al. Improved
protein structure prediction using potentials from deep learning. Nature. 2020; p.
1-5.

Tan Z, Fu Y, Sharma G, Mathews DH. TurboFold II: RNA structural alignment
and secondary structure prediction informed by multiple homologs. Nucleic Acids
Research. 2017;45(20):11570-11581.

Sloma MF, Mathews DH. Exact calculation of loop formation probability
identifies folding motifs in RNA secondary structures. RNA.
2016;22(12):1808-1818.

Kerpedjiev P, Hammer S, Hofacker IL. Forna (force-directed RNA): simple and
effective online RNA secondary structure diagrams. Bioinformatics.
2015;31(20):3377-3379.

Deng D, Zhao K, Hendrix D, Mathews DH, Huang L. LinearFold: Linear-Time
Prediction of RNA Secondary Structures. bioRxiv. 2018; p. 263509.

May 17, 2021

12/15


https://doi.org/10.1101/2021.05.24.445408
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.05.24.445408; this version posted May 24, 2021. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

Supporting information

1.01 *
0.9
0.81
g
So0.7
Q
o
0.61
Families
0.5 55_rRNA
16S_rRNA
telomerase
T I_intron
0.4 i
200 400 600 800 1000 1200 1400 1600

Length

S1 Fig. Scatter plot of the per-sequence Fl-scores against the sequence lengths. Each point represents a
sample and the model is CNNFold-mix. Colours indicate sequences from 6 RNA families from RNAStrAlign (only

pseudoknotted structures).

May 17, 2021 13/15


https://doi.org/10.1101/2021.05.24.445408
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.05.24.445408; this version posted May 24, 2021. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

ae
< ¢ ac
a_ S sc ¢ v
e € S o
r 44 n g c@e &%,
Y o2 oo P
cec eVc G S & &
20" €y LA oe e e
a 0® 2209€ 0 Ve ®
A G 250, v & *
S cA A 3 uwe
06" 200 ag G, A Poea
A g VS & 200 A G
© ca a o
o & o %a e o
ca G Su © . a6, %
a 20" A ® eSn 0 "
10y o 3 oo A PO, ®
1000, 46
o
o® Poe U P
ac A e Cga
& 190 a L 3
o A
A 0 ee oA 1%
ecs, A
® v J 200
' A © A < €Sy
vy oA v o AL G a °
o w u oo et [
1066 8 A Sca Jio meels & w, ¥ 4
Vs A w A Sca S0
Ay 160 a @ c
vure av <
i o ag g alse,
i € %
s U
130 6 S5¢ < o
- 08 e
en® e
0o °
od »
e.
< n S
v B
s -
o ae
¥ e
1400-€ e
v 0 140
g & A a0 300 a6
e 350 u & € ohe 350 v
120 " A 0% e e
oy v o vy ae 120 v o a
o a » 10 d ® s ¢ 10 o oM
cu® 0 S0l ¢ G v e e < g G u A
& w P €x € S, cveY A e 0 Cg0 6 < & vty
<\v og W Yy oe® VA v aan  wheh ot ik che u bes o0
Y o : A A
woe %0 5 oA AU G A 8 Vs P St AU G a
A BV 0w % ue, e s ue, A Ygu a U4 LI %t A o
5 & © 5% 30ty 70 o >4 v, 0% 0 Y aw 3r
o a o o v o a0 u
v o L 266 d
g € [ *-9 ve o e ve
o < Aa© 4906 a . Sa ata
B 320 v 0 320
A ® o A s Us30 c By c 008Ny U330 © 300
ca’ o o A A i
A < 308 v a a0 € v
LR w0 € 6 < < S8 €
100 Ay S uac c g 100 & s uace
oe ) g G s © a vCa b, b a A et a p s 00 uwCa
066 e i Svaccoan © f 3 ¢ e e b vacobuns ©
a L Jeeseace A v < sk Cécenee A
v v G c dr @ . @30 e Canv Gah
b o P T a0 r P s ' & Db 20 a0
en < %50 4
an A
30 Yecaavy 306
6 atee «Censo,
. . & & w0
" u ¢
v Sefu, o Gc S
< SEe W
as0 0T Ry A o Y “a s
o 0, o a v wN
70 oA
s85%0 e < ® A
< A u W a o a®®,
P o a0 o€ @ o
- aso v Rrage® v u
aA 2008 s
v Lol
o o 150
2005, <
' L)
e <
w%, 5o
v
6 a0 LR
vl o,
g8 <
€ n U
oy P 0o a6 490
»® c® ec
o
PehGEE e 10 ® °
s < © ®
B © o »
< v a B
o A v o
A s u <
u ] °
v < o
< < s
o B ®
< s ] b
< v < b
o u A u
< M < o
A u < a
< u ° B
o
< N . e
. s20 & <
o o ag o®
N o veune? o
s20 By ve
Cogua®” s

(a) Target (b) CNNFold-mix

S2 Fig DQ923214 from 16sRNA family, accuracy of CNNFold-mix is 97.1% Fl-score. (a) is the target
structure and (b) is our prediction
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(a) Target (b) CNNFold-mix

S3 Fig. CP000076 with pseudoknots, F1-score of CNNFold-mix is 90.8%. (a) is the target structure and (b) is
our prediction.
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