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Highlights 29 

• Total RNA degradation data for bloodstain time since deposition. 30 

• RNA quality and concentration are correlated to time. 31 

• Diagnostic drop in RNA quality metric after 24 hours. 32 

• Biological replicates produced similar results for an RNA quality metric. 33 

• Use of automated high-sensitivity gel electrophoresis for analysis. 34 

 35 

Abstract 36 

 Determining the age, or time since deposition (TSD), of bloodstains would provide 37 

forensic scientists with critical information regarding the timeline of the events of bloodshed 38 

during a crime. The physicochemical changes that occur to major biomolecules as a bloodstain 39 

dries can be used to estimate the TSD of bloodstains. For example, high-resolution automated 40 

gel electrophoresis can be used to quantify the timewise degradation of DNA present in 41 

bloodstains. Our study aims to analyze and quantify the timewise degradation trends found in 42 

total RNA from bloodstains, expanding the scope of the TSD research which has previously 43 

explored DNA and targeted mRNA molecules. Fifty bloodstains were stored in plastic 44 

microcentrifuge tubes at room temperature and tested over 10 different timepoints spanning 45 

one week. A total of eight RNA metrics were visually assessed and quantified using linear 46 

regression. RNA Integrity Number equivalent (RINe), total RNA concentration, and 28S/18S 47 

rRNA peak area ratios were retained for further analyses based on their relationship with time 48 

and limited correlations. RINe and total RNA concentration both exhibited negative trends over 49 

time, highlighting a decrease in quality and quantity. RINe was the RNA metric that 50 
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demonstrated the greatest association with time (R2 = 0.696). Generalized linear mixed-effects 51 

models including donor (biological replicate) as a random effect increased the fit for all RNA 52 

metrics to varying degrees, but no significant differences were found between biological 53 

replicates for the RINe metric. Our results illustrated the presence of a significant decrease in 54 

the retained RNA metrics after 24 hours, suggesting that this method could be used to reliably 55 

differentiate day-old bloodstains from older bloodstains. Future work should focus on 56 

recreating this study in different environmental conditions, including testing on a variety of 57 

substrates. 58 

 59 

Keywords 60 

Time Since Deposition, total RNA, RNA Integrity Number equivalent, bloodstain, electrophoresis 61 

 62 

1. Introduction 63 

 Accurate determination of the time at which a crime occurred remains a challenge in 64 

forensic investigations [1,2]. Bloodstains are common types of biological evidence found at 65 

crime scenes involving bloodshed, and determining their age, or time since deposition (TSD), 66 

would provide context in criminal investigations, including the development of investigative 67 

leads and the assessment of alibis [1–4]. Currently, blood at crime scenes is subjected to 68 

bloodstain pattern analysis (BPA), which provides potential interpretations of the physical 69 

events that gave rise to the bloodshed [5]. Deoxyribonucleic acid (DNA) profiling, used for 70 

attribution purposes, can also be carried out using crime scene bloodstains [6–8]. Although 71 
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useful in their own ways, none of these tools help with determining the exact timing of the 72 

event, specifically when the crime might have occurred. Previous studies have developed 73 

chemometric [2,9–11] and genetic methodologies [3,12–14] that estimate the TSD of 74 

bloodstains in controlled laboratory conditions. To this date, these methods have not been 75 

accepted for field use, as they largely exhibit insufficient sensitivity and specificity, and high 76 

variability between samples and crime scene conditions [3,9–13,15]. 77 

Ex-vivo, blood undergoes a series of time-dependent physicochemical and 78 

morphological changes, such as hemoglobin oxidation and conformational changes [10,16], 79 

drying [17,18], clotting [19,20], and DNA and ribonucleic acid (RNA) degradation [3,21–24]. RNA 80 

degradation, specifically total RNA degradation, has not been studied as extensively as 81 

individual mRNA molecules [25]. RNA in blood originates from leukocytes, commonly referred 82 

to as white blood cells [1]. RNA is a single-stranded nucleic acid that can fold on itself to create 83 

double-stranded secondary and tertiary structures [26]. It contains a uracil nitrogenous base 84 

rather than a thymine base, and a ribose sugar, rather than a deoxyribose sugar [26]. Total RNA, 85 

all the RNA in a cell, encompasses ribosomal RNAs (rRNA), messenger RNAs (mRNA), transfer 86 

RNAs (tRNA) and microRNAs (miRNA), among others [27]. Eukaryotic rRNA makes up for 80% of 87 

the total RNA in a cell and consists of 5S, 5.8S, 18S and 28S rRNA [28].  88 

To circumvent potential PCR inhibition from the heme in blood and the stochastic 89 

effects and amplification biases caused by reverse transcriptase and PCR [29–31], our approach 90 

focused on total RNA rather than mRNA. Total RNA degradation can be observed by examining 91 

the differently sized fragments with highly sensitive RNA electrophoresis, similar to how 92 

Cossette et al. quantified DNA concentration in base-pair size bins [24]. Processes that can 93 
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induce degradation in RNA can be endogenous or exogenous [25]. Ribonucleases (RNases) are 94 

ubiquitously present enzymes that cleave the phosphodiester bonds of RNA [32], increasing the 95 

presence of small RNA fragments, and are found on most surfaces, human skin, and airborne 96 

dust particles [33,34]. Further, and of particular relevance to forensic studies, RNases are more 97 

effective in cleaving their targets in hydrated environments [25]. Therefore, special care must 98 

be taken to minimize this type of contamination, especially when the bloodstains are still wet 99 

[35]. Additionally, reactive oxygen species (ROS), alkylating agents and ultraviolet (UV) 100 

irradiation can cause oxidative damage to RNA nucleotides [36,37]. UV irradiation can also 101 

induce crosslinking and unspecified chain breaks in RNA [37]. RNA does undergo less base-102 

pairing than DNA, but all these forms of damage disrupt the base-pairing that occurs in tRNA 103 

and rRNA [36]. Other exogenous factor, such as humidity [38,39], pH [40] and temperature 104 

[39,41] can also increase RNA degradation.  105 

mRNA expression patterns have been used to identify body fluids found at crime scenes 106 

[42,43]. Each cell type found within a bodily fluid, or within a particular tissue generally has a 107 

unique gene expression pattern [42]. mRNAs found in one cell type may be absent in another; 108 

alternatively, mRNAs can be present in cells with differing amounts [42]. Therefore, a pattern of 109 

gene expression obtained via reverse transcriptase quantitative polymerase chain reaction (RT-110 

qPCR) or RNA-seq can be associated with a specific type of body fluid [42,43]. Not only can RNA 111 

identify body fluids, its degradation in forensically relevant stains, such as blood, may also 112 

correlate with time [44]. Fu et al. [14] found that, when analyzing blood specific mRNA 113 

transcripts with qPCR, TSD for bloodstains less than 6 months old could be estimated to within 114 

a period of 2 to 4 weeks, while bloodstains aged for 6 months to 1 year old could be estimated 115 
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to within a period of 4 to 6 weeks. Further, Heneghan et al. [39] expanded on the 116 

aforementioned study and examined the degradation of three blood-specific transcripts under 117 

nine different environmental conditions. Higher temperatures and greater relative humidity 118 

accelerated RNA degradation; however, no age estimates were made due to the high variance 119 

within the data [39]. Anderson et al. [3] also analyzed mRNA transcripts and were able to 120 

distinguish 6 days old blood from fresh and aged (30 days) blood. Using rhythmic biomarkers, 121 

which are mRNAs that vary according to the time of day, alongside melatonin and cortisol 122 

levels, Lech et al. [12] were able to classify bloodstains as having been deposited across three 123 

time of day periods with high prediction accuracy. Recent high throughput sequencing (HTS) 124 

research by Weinbrecht et al. [13] demonstrated that the abundance of mRNA transcripts does 125 

decrease over time, with blood-specific transcripts detected for up to 12 months.  126 

This study aims to explore the use of total RNA degradation in bloodstain TSD models. 127 

To do so, we examined and analyzed the changes in the RNA concentration and quality metrics 128 

of total RNA over time in a controlled environment. We hypothesized that the concentration of 129 

total RNA in the blood samples will decrease with a longer TSD due to the activity of exogenous 130 

RNases [25,32] and the deformation of white blood cells as the blood dries [45,46]. We also 131 

hypothesized that quality metrics, such as the RNA Integrity Number equivalent (RINe) and the 132 

28S/18S peak ratio, will decrease over time due to fragmentation of larger RNA fragments and 133 

an increase of smaller RNA fragments [32]. Further, for both concentration and quality metrics, 134 

we predicted that the greatest decrease would occur before the complete drying of the 135 

bloodstain, as the blood still represents a hydrated environment, permitting greater 136 

degradation of larger fragments, namely 18S and 28S rRNA, via ubiquitously present RNases 137 
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[25]. If this occurs, it will provide greater resolution for early time periods than previous models 138 

that have focused on DNA [23,24], as DNA is more resistant to degradation than RNA [25]. 139 

Lastly, we also predicted that there will be no detectable RNA extracted from the blood 140 

deposited 168 hours due to the enzymatic action of RNases and environmental contamination, 141 

causing further degradation to the RNA. Previous studies have shown that mRNA persists 142 

longer than 168 hours [3,39]; however, without the aid of PCR amplification, we do not expect 143 

to detect total RNA at this point.  144 

2. Methods 145 

2.1 Blood sample collection and deposition 146 

Pathogen-free bovine blood was collected from Otonabee Meat Packers, an abattoir in 147 

Peterborough, Ontario, Canada. Bovine blood has previously been optimized for forensic 148 

research when acid dextrose anticoagulant solution A (ACD-A) is added at a concentration of 149 

12.5 % v/v, as it exhibits similar fluid properties to that of human blood [47]. Blood treated with 150 

ACD anticoagulants have demonstrated better nucleic acid extraction efficiencies than heparin-151 

based anticoagulants and have not been shown to affect the cell counts of the different blood 152 

components [48]. The ACD-A used in this study was made by dissolving 6.6 grams of sodium 153 

citric dextrose, 2.4 grams of citric acid and 6.68 grams of dextrose anhydrous, all purchased 154 

from ACP Chemicals Inc., in 500 mL of distilled water. We collected the bovine blood in an 155 

amber Nalgene bottle, which was subsequently placed on ice for transportation back to the 156 

laboratory (approximately 15 minutes). 157 

We immediately pipetted 50 µl of blood into plastic microcentrifuge tubes. Each sample 158 

was stored at room temperature in 1.5 ml microcentrifuge tubes with open lids for a 159 
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designated amount of time before the RNA extraction. We performed two time-series 160 

experiments; blood from a different cow (donor) was used for each of them. In the first, RNA 161 

extractions were completed at 0 hours (time of initial pipetting), 1.5, 3, 6, 9, 24,48, 72, 96, and 162 

168 hours after sample deposition. In the second, we replaced the 168-hour timepoint with a 163 

36-hour timepoint to better characterize the observed decrease in RNA quality and 164 

concentration occurring between 24 and 48 hours. In both experiments, we used five technical 165 

replicates for each of the timepoints, resulting in a total of 50 samples per experiment. 166 

Timepoint 0 was approximately 30-60 minutes post blood collection. 167 

2.2 RNA extraction 168 

 We extracted total RNA from the deposited blood using the PureLink Total RNA Blood 169 

Purification kit by Invitrogen [49]. Due to the potential of blood clotting, we doubled the 170 

volume of lysis buffer (L5) recommended in the manufacturer’s protocol. We also completed an 171 

optional on-column DNase incubation following the manufacturer’s protocol. Total RNA was 172 

eluted with 30 µl of RNase-free water and prepared for analysis on the Agilent Technologies 173 

4200 TapeStation [50]. Following the manufacturer’s protocol for the High Sensitivity RNA 174 

ScreenTape Assay Quick Guide, we mixed 1 µl of the high sensitivity RNA screen tape sample 175 

buffer with 2 µl of the total RNA extracts [50]. Samples were briefly centrifuged before testing 176 

with the TapeStation. Following TapeStation analysis, we collected and examined a series of 177 

RNA metrics using the TapeStation Analysis Software A.02.02. One such metric, the RINe, is 178 

generated by an algorithm that calculates its value for the total RNA based on the ratio of the 179 

height of the 18S rRNA peak to the background signal, which represents the signal for 180 

fragments found in the fast zone ranging from 200 bp to 1.8 kb [51,52]. It is a dimensionless 181 
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variable that ranges from 1 to 10, with 10 representing intact and high-quality RNA, while a 182 

value of 1 represents low-quality and highly fragmented RNA [51,53]. In addition to the default 183 

metrics given by the instrument, such as RINe, concentration, 28S and 18S peak concentrations, 184 

we inserted a new peak ranging from 200 bp to 500 bp, which should represent the smaller 185 

mRNAs in our samples [54].  186 

2.3 Statistical analyses 187 

Correlation matrices were built prior to modelling to ensure that the response variables 188 

(RNA metrics) included in the analyses were not highly correlated to each other (Pearson’s r < 189 

abs(0.70)). The retained RNA metrics were subject to linear regressions while using log-190 

transformed time as the explanatory variable. As our first timepoint was 0 hours, which is a 191 

value that cannot be log-transformed, we assigned it a value of 0.1 (6 minutes) prior to the 192 

transformation. Slope, R2 and p-values were recorded for each regression. Variables showing 193 

independence and a correlation to time were used to build a series of linear mixed-effects 194 

models, with donor (individual cow) acting as a random effect. Each donor represents a 195 

separate experiment.  196 

After preliminary analysis of our data, we were interested in a shift in RNA metrics that 197 

was apparent after 24 hours. Following the assessment of our data’s normality using the 198 

Shapiro-Wilk test, we applied the unpaired two-samples Wilcoxon test, a non-parametric test, 199 

to determine whether there was a significant difference in our response variables before and 200 

after the shift occurring at 24 hours. This test determines whether the means of two 201 

independent samples are significantly different from each other. Principal component analysis 202 
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(PCA) was used to integrate and visualize the uncorrelated metrics. All statistical analyses and 203 

data visualizations were created using R Version 4.0.3. 204 

3. Results 205 

 We collected eight RNA metrics following the analysis of total RNA with the 4200 206 

TapeStation; of these, three were retained for further statistical analyses, as they were not 207 

correlated to each other (Pearson’s r < abs(0.70)) (Fig. 1). The retained metrics included the 208 

RINe, total RNA concentration and 28S/18S rRNA peak area ratio (Table 1). Statistics for all eight 209 

RNA metrics can be found in the supplemental material (Table S1). 210 

 211 

Fig. 1. Correlations between the eight RNA metrics obtained from the 4200 TapeStation RNA 212 

analysis. Size of the dot increases with a greater correlation between variables. Blue-coloured 213 

dots indicate a positive correlation between RNA metrics, while red-coloured dots indicate a 214 

negative correlation between them. Shading of the dot increases with a greater correlation, 215 

with light colours indicating a weak correlation and darker colours indicating a strong 216 
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correlation (see legend). RINe is the only metric to exhibit a negative correlation with another 217 

variable. 218 

Table 1: Statistics for the linear regressions of the three retained RNA metrics against log-219 

transformed time. Significant p-values are bolded. Donor was used as a random effect. 220 

  Log(Time)         

RNA metrics Marginal R2 Conditional R2 Estimate 
Confidence 
Interval p-value 

RINe 0.696 0.712 -0.55 -0.62 – -0.48 <0.001 

Concentration 0.087 0.211 -908.31 -1450.76 – -365.86 0.001 

28S/18S Peak Area Ratio 0.054 0.118 0.39 -0.04 – 0.82 0.077 

 221 

3.1 RNA Integrity Number equivalent 222 

The RINe metric demonstrated the best fit model with time based on its R2 (Table 1). 223 

The addition of donor as a random effect in the linear mixed-effects model had little influence 224 

on the model’s goodness-of-fit, as seen in the slight differences in the marginal R2 (no random 225 

effect) and conditional R2 (with random effect; Table 1). Samples from both donors exhibited a 226 

clear and parallel negative trend over time, with no significant differences between donors (W 227 

= 1029.5, p-value = 0.172) (Fig. 2). Visualization of the principal component analysis also 228 

supported the lack of significant differences between donors (Fig. S1). Of note, both donors 229 

exhibited a steep decrease in RINe values after 24 hours, at which point there was no further 230 

significant increase or decrease in the RINe for either donor. The unpaired Wilcoxon test found 231 

a statistically significant difference in the RINe values before and after 24 hours (Donor A; W = 232 

572.5, p-value < 0.0001, Donor B; W = 586.5, p-value < 0.0001, combined; W = 2323, p-value < 233 

0.0001).  234 
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 235 

Fig. 2. Relationship between the RNA Integrity Number equivalent (RINe) and time. Donor A 236 

represents the first time-series experiment, conducted with blood from one cow. Donor B 237 

represents the second time-series experiment, conducted with blood from another cow. There 238 

is a negative association between the RINe and time. A sharp decrease in the RINe is observed 239 

after 24 hours. Note that the timepoints of 36 and 168 hours only consist of replicates from one 240 

donor. 241 

3.2 Total RNA concentration 242 

 The concentration of total RNA was shown to have a weaker association with time when 243 

compared to the RINe (Table 1). In this case, the addition of donor as a random effect in the 244 

linear mixed-effects model more than doubled the model’s fit (Table 1). Similarly to the RINe, 245 

total RNA concentration exhibited a negative trend over time, with greater concentrations at 246 

early timepoints and lower concentrations at later timepoints (Fig. 3). The unpaired Wilcoxon 247 

non-parametric test did find a significant difference between donor concentrations from 248 
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bloodstains deposited for 24 hours or less (W = 724, p-value <0.001). No significant difference 249 

was found between donor concentrations for bloodstains aged for more than 24 hours (W = 250 

240, p-value = 0.2888). When considering the whole time series, a significant difference in total 251 

concentration was observed between donors (W = 1591.5, p-value = 0.010). Further, a 252 

significant decrease in total RNA concentration was observed after 24 hours for both donors 253 

(Donor A; W = 560, p-value <0.0001, Donor B; W = 578, p-value <0.0001, combined; W = 254 

2240.5, p-value <0.0001). Concentrations above the 4200 TapeStation’s limit of quantification 255 

(500 pg/µl) were recorded up to 24 hours, after which the majority of observations fell below 256 

this threshold but remained above the instrument’s limit of detection (100 pg/µl). Replicates 257 

from the same donor displayed poor precision for most timepoints, with the time of initial 258 

pipetting and 36 hours being potential exceptions for donor B. The 24-hour timepoint 259 

concentrations for donor A ranged from 264 pg/µl to 19700 pg/µl. Concentrations for donor B 260 

at the same timepoint varied from 22 pg/µl to 6690 pg/µl.  261 
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 262 

Fig. 3. Relationship between total RNA concentration and time. Concentration has been log-263 

transformed for visualization purposes. The red dashed line represents the 4200 TapeStation’s 264 

limit of quantification (500 pg/µl) and the navy dashed line represents the instrument’s limit of 265 

detection (100 pg/µl). The most accurate quantification of total RNA concentration occurs while 266 

above the limit of quantification, but below 10000 pg/µl. The limit of detection is the lowest 267 

concentration at which the instrument can accurately detect total RNA. There is a negative 268 

trend between concentration and time, which can be seen in both donors. A significant 269 

decrease in concentration is observed after 24 hours. 270 

 The 28S/18S rRNA peak area ratio was the retained RNA metric that displayed the 271 

lowest association with time (Table 1). The addition of donor as a random effect in the linear 272 

mixed-effect model did increase the fit; however, both were still very low. Peak area ratios 273 

were only obtained for timepoints up to 9 hours for donor A and 24 hours for donor B (Fig. S2). 274 
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The 28S/18S peak area ratios could not be obtained for the later timepoints, as the 18S rRNA 275 

peak dropped out of the electropherograms and was no longer being called (Fig. S3).   276 

4. Discussion 277 

 Estimating the age of biological fluids found at crime scenes, such as bloodstains, 278 

remains a challenge within the forensic community [1]. Methods have been developed in 279 

controlled laboratory settings, but none have been accepted for crime scene use due to 280 

insufficient sensitivity and high variability between samples [3,9–13,15]. Our study examined 281 

the degradation of total RNA present in bloodstains over 168 hours using the Agilent 4200 282 

TapeStation, an instrument providing automated high-sensitivity RNA gel electrophoresis, in an 283 

attempt to uncover RNA metrics that could be used to accurately estimate the TSD of 284 

bloodstains. While we did observe time-dependent changes in some of the analyzed RNA 285 

metrics, there was high variability between technical replicates, similar to what was reported in 286 

Heneghan et al. [39]. However, even with this high variability, our results illustrate that the 287 

RINe metric, which normalized the discrepancies observed between donors for other RNA 288 

metrics, can be used as a diagnostic tool to differentiate day-old bloodstains from those that 289 

have been deposited for longer than 24 hours. The RINe metric demonstrated statistically 290 

significant changes after 24 hours of deposition.  291 

 From the retained RNA metrics, the RINe was the variable that demonstrated the 292 

greatest association with time, followed by total RNA concentration and 28S/18S rRNA peak 293 

area ratios (Table 1, Fig. 1). The model including RINe exhibited the greatest R2, with and 294 

without donor (biological replicate) as a random effect (Table 1). Although the addition of 295 

donor as a random effect does not significantly increase the model’s fit for RINe, it does 296 
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increase the fit for both total RNA concentration and 28S/18S rRNA peak area ratio (Table 1), 297 

suggesting that the RINe is independent of biological replicate and negating the need for a 298 

random effect while using this metric. Blood composition does vary by individual; in fact, 299 

research on human blood discovered that the amount of RNA in healthy subjects varied from 300 

6.7 to 22.7 μg/ml [55]. This variability could lead to significant differences in concentrations of 301 

total RNA obtained from biological replicates, as we observed during our study. Although 302 

including this source of endogenous variation as a random effect can account for intrinsic 303 

biological differences, the RINe metric was not affected by these potential discrepancies (Table 304 

1). The RINe is an RNA quality metric that is automatically generated and calculated by 305 

obtaining a ratio of the 18S rRNA peak height to the signal present in the fast zone 306 

(approximately 200 bp - 1.8 kb), which represents fragmented RNA [51]. It exhibits a negative 307 

correlation with time, with a significant decrease occurring after 24 hours, which is likely the 308 

result of the deformation of white blood cells transpiring during the clotting and complete 309 

drying of the blood [45,46]. This was further accompanied by the dropout of the 18S rRNA 310 

peak. 311 

Bloodstains had completely dried out by 36 hours, at which point we observed a 312 

decrease in the degradation rate of the RNA. As the time-series proceeded, we observed the 313 

dropout of the 18S rRNA (Fig. S4); as this peak is important for the analyzed RNA quality 314 

metrics, understanding the reasons for its dropout is crucial. This dropout could have been 315 

caused by the fragmentation of the 18S rRNA via RNases, or by other exogenous means. RNases 316 

cleave the phosphodiester bonds in RNA more effectively in hydrated environments, and the 317 

DV200, the percentage of RNA fragments longer than 200 bp, decreased after 24 hours, 318 
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indicating that there had been an increase in small RNA fragments (Fig. S5) [28,56]. As the 28S 319 

rRNA (4-5 kb depending on species) and 18S rRNA (1.8 kb) are the most abundant, and largest 320 

types of RNA in white blood cells, it is possible that their fragmentation and degradation are the 321 

main drivers in the observed decrease of the DV200 [28].  322 

 Although the term ‘dropout’ is used throughout, it may not be a proper description of 323 

the 18S rRNA situation. The increase in signal from the fast zone, caused by an excess of small 324 

fragments, may mask the 18S rRNA peak that would normally be called in their absence. As 325 

larger RNA fragments are cleaved, the resulting smaller fragments accumulate in the fast zone, 326 

a process that raises the fluorescent signal next to the 18S rRNA peak [52]. Additionally, 327 

microbial contamination could be to blame for the masking of the 18S rRNA peak and the slight 328 

increase in total RNA concentration at 168 hours. Microbial contamination of surfaces and 329 

objects is expected to increase with longer amounts of time, as seen in Tamburini et al. [57]. A 330 

longer period to interact with the surrounding environment could introduce foreign sources 331 

into or onto the bloodstains. As the 16S bacterial rRNA is approximately 1.6 kb [58], it could be 332 

detected, raising the background fluorescence next to the 18S rRNA peak, leading to its 333 

masking. One of these factors, or most likely a combination of them, could have affected the 334 

recovery of 18S rRNA from stains at later timepoints. Alternatively, the inadequate lysis of 335 

white blood cells from the clotted blood could have led to the dropout of 18S rRNA, as well as 336 

the sharp decreases that were seen in the RINe and total RNA concentration [59]. However, this 337 

seems unlikely as the 28S rRNA peak was still present at later timepoints, indicating that RNA 338 

could still be extracted successfully from the bloodstains, regardless of the clotting. It is 339 

important to note that some of our samples underwent insufficient heat denaturation, 340 

.CC-BY 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 28, 2021. ; https://doi.org/10.1101/2021.04.28.441847doi: bioRxiv preprint 

https://doi.org/10.1101/2021.04.28.441847
http://creativecommons.org/licenses/by/4.0/


18 
 

represented by the 28S rRNA double peaks in the electropherograms [51] (Fig. S6). As a result, 341 

28S rRNA likely retained its secondary and tertiary structures, providing greater stability and 342 

resulting in less fragmentation over time [26]. Therefore, we suggest that the RNA 343 

fragmentation was biased towards the 18S rRNA.  344 

As expected, the concentration of total RNA decreased over time. However, we 345 

expected the largest decrease to occur within the first 24 hours, mainly due to degradation via 346 

ubiquitously present enzymes. Concentration, however, remained stable within the first 24 347 

hours and the largest decrease occurred after 24 hours with a sudden drop in concentration 348 

that fell below the TapeStation’s quantitative range (lower limit of 500 pg/µl). Total RNA 349 

concentration was being driven by the quantity of 28S rRNA much more than it was by the 18S 350 

rRNA quantity. By observing the figures for total RNA concentration and 28S rRNA 351 

concentration over time, it is easy to note the resemblances in trends, especially during the first 352 

24 hours (Fig. 3, Fig. S6). Both are relatively stable before 24 hours, exhibiting little variation. 353 

Visual differences in trends between the 18S rRNA concentration (Fig. S4) and 28S rRNA 354 

concentration (Fig. S6) also indicate that both rRNAs species are the subject of different 355 

degradation processes, further supporting the explanation that the 18S rRNA is undergoing 356 

greater enzymatic degradation.   357 

As our approach analyzes total RNA rather than simply mRNA, conducting direct 358 

comparisons between our results and those obtained in previous studies can be difficult. 359 

Although trends in total RNA concentration tend to follow those found using mRNA transcripts, 360 

the latter is much more sensitive as its targeting a specific gene and can determine actual copy 361 

numbers [3,14,39]. Most studies use RT-qPCR to amplify the amount of mRNA transcripts 362 
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obtained from bloodstains, something that is not done in our study, which allows for a longer 363 

time-series, and detection for much greater periods than what we observed. Fu et al.[14], as 364 

well as Weinbrecht et al. [13], both detected blood-specific transcripts from bloodstains 365 

deposited for up to one year, while the total RNA concentration in our study fell below the 366 

quantitative range of the 4200 TapeStation after 24 hours of deposition. While qPCR can 367 

quantify copy number, such a long-term persistence of mRNA is not concordant with our 368 

current understanding of the molecule, as 80% of mRNAs have a half-life of 2 minutes or less 369 

[60]. 370 

Due to the high variability between technical replicates, age estimations were not 371 

conducted using any of our developed models. However, the sharp drop observed for the RINe 372 

metric after 24 hours could allow for differentiation of day-old bloodstains from older 373 

bloodstains. This is similar to a finding by Anderson et al. [3], where they differentiated 374 

bloodstains deposited for 6 days from fresh blood and bloodstains aged for 30 days from those 375 

deposited for 6 days. Our results are also similar to the findings of Cossette et al. [24], where 376 

DNA allowed for the differentiation of fresh bloodstains from older bloodstains. The significant 377 

decrease observed in RINe after 24 hours is a significant finding that warrants further research. 378 

We note here that our use of technical and biological replicates demonstrated that our findings 379 

were reproducible, suggesting this may indeed be a universal diagnostic signal. 380 

Further, we have no reason to suspect that the patterns we observed would not be 381 

present in human blood itself. Bovine blood, while mixed with ACD-A at 12.5% v/v, is a 382 

validated human blood substitute, as it exhibits similar fluid properties to that of human blood 383 

[47]. Additionally, we would not expect the ribosomal RNA to be affected by different agonal 384 
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states. Ribosomal RNA, namely 18S rRNA, is often used as a normalizer or reference gene due 385 

to its constitutive expression and ability to tolerate different stimuli [61]. Moving forward, 386 

future research should focus on experiments using the outlined methods to assess the 387 

repeatability of our findings. A larger number of technical and biological replicates could also be 388 

utilized to assess intra- and inter-donor variability. The effects of temperature, humidity and 389 

substrate on the results should also be evaluated. All three of these factors have been shown to 390 

affect the RNA degradation and drying times of bloodstains, which could cause the drop in RNA 391 

metrics to occur at earlier or later timepoints [20,38,39]. Further, the type of RNA extraction 392 

used could also influence the RNA yield. The PureLink Total RNA Blood Purification Kit used in 393 

this study required a minimal input of 50 µl of blood [49]. This can be considered a limitation, 394 

especially in crime scene scenarios in which there are only a few drops of blood.  Therefore, 395 

different RNA extraction techniques, such as organic extractions using TRIzol, or other column-396 

based techniques, such as RiboPure, PAXgene, RNeasy and LeucoLock should be used to 397 

conduct the study [62]. Schwochow et al. [62] have shown that the above methods do yield 398 

different integrity numbers and concentrations, indicating that extraction efficiencies are not 399 

homogenous across all methods.  400 

5. Conclusion 401 

 Our study aimed to explore the potential use of total RNA degradation in bloodstain TSD 402 

models, either as a stand-alone or a complementary analysis. Our results demonstrated 403 

significant changes in the RINe and total RNA concentration of RNA extracted from bloodstains 404 

deposited for up to 168 hours. A significant decrease in the RINe was observed after 24 hours, 405 

suggesting that this could be used to differentiate day-old bloodstains from older bloodstains. 406 
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The two biological replicates that we included in this study produced similar results, indicating 407 

that this method was reproducible. However, high variability between technical replicates 408 

prevented accurate age estimates, demonstrating that this technique is not yet precise enough 409 

for crime scene use. Further research including a greater number of technical and biological 410 

replicates may aid in increasing the preciseness of this method. Different temperatures and 411 

substrates should also be used to mimic crime scene scenarios, broadening this technique’s 412 

applicability. As of now, this method should not be used as a stand-alone model; rather, it 413 

should be combined with other analyses that have constructed more accurate and precise TSD 414 

models. This type of combinatorial research could bring the forensic community one step closer 415 

to developing a sensitive and robust TSD model for bloodstains that could one day be applied to 416 

crime scene samples. 417 
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