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Abstract

Robustness and plasticity are essential features that allow biological systems to cope
with complex and variable environments. Through the evolution of a given
environment, the former, the insensitivity of phenotypes, is expected to increase,
whereas the latter, the changeability of phenotypes, tends to diminish. However, in
nature, plasticity is preserved to a certain degree. One possible cause for this is
environmental variation, with one of the most important“ environmental” factors
being inter-species interactions. As a first step toward investigating phenotypic
plasticity in response to an ecological interaction, we present the study of a simple
two-species system consisting of hosts and parasites. Hosts are expected to evolve to
achieve a phenotype that optimizes fitness and increases the robustness of the
corresponding phenotype by reducing phenotypic fluctuations. Conversely, plasticity
evolves in order to avoid certain phenotypes being attacked by parasites. By
simulating evolution using the host gene-expression dynamics model, we analyze the
evolution of genotype-phenotype mapping. If the interaction is weak, the fittest
phenotype of the host evolves to reduce phenotypic variances. In contrast, if a
sufficient degree of interaction occurs, the phenotypic variances of hosts increase to
escape parasite attacks. For the latter case, we found two strategies: if the noise in the
stochastic gene expression is below a certain threshold, the phenotypic variance
increases via genetic diversification, whereas above the threshold, it is increased due to
noise-induced phenotypic plasticity. We examine how the increase in the phenotypic
variances due to parasite interactions influences the growth rate of a single host, and
observed a trade-off between the two. Our results help elucidate the roles played by
noise and genetic mutations in the evolution of phenotypic plasticity and robustness in
response to host-parasite interactions.

Author summary

Plasticity and phenotypic variability induced by internal or external perturbations are
common features of biological systems. However, certain environmental conditions
initiate evolution to increase fitness and, in such cases, phenotypic variability is not
advantageous, as has been demonstrated by previous laboratory and computer
experiments. As a possible origin for such plasticity, we investigated the role of
host-parasite interactions, such as those between bacteria and phages. Different
parasite types attack hosts of certain phenotypes. Through numerical simulations of
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the evolution of host genotype-phenotype mapping, we found that, if the interaction is
sufficiently strong, hosts increase phenotypic plasticity by increasing phenotypic
fluctuations. Depending on the degree of noise in gene expression dynamics, there are
two distinct strategies for increasing the phenotypic variances: via stochasticity in
gene expression or via genetic variances. The former strategy, which can work over a
faster time scale, leads to a decline in fitness, whereas the latter reduces the
robustness of the fitted state. Our results provide insights into how phenotypic
variances are preserved and how hosts can escape being attacked by parasites whose
genes mutate to adapt to changes in parasites. These two host strategies, which
depend on internal and external conditions, can be verified experimentally, for
example, via the transcriptome analysis of microorganisms.

Introduction 1

Robustness and plasticity are two important properties of biological systems. To 2

maintain function and high fitness in response to internal noise, environmental 3

variation, and genetic changes, the fitted state must be robust, whereas the phenotype 4

needs to possess plasticity in order to adapt to environmental variation. Indeed, the 5

evolution of robustness and plasticity has been investigated extensively both 6

theoretically and experimentally [1–5]. 7

In particular, the relationship between phenotypic fluctuations and robustness or 8

plasticity has recently attracted much attention [6]. As a result of evolution under a 9

given environment, phenotypic fluctuations generally decrease. With this decrease, the 10

system deviates less from the fitted state, thereby increasing robustness [7–9]. 11

However, decreased phenotypic fluctuation is also accompanied by decreased 12

adaptability to environmental variation, is discussed by generalising the 13

fluctuation-response relationship in statistical physics [6, 10,11]. Here, phenotypes are 14

subject to the dynamic processes of several gene-dependent variables (for example, the 15

expressions of proteins). Thus, phenotypes vary according to genetic changes, 16

providing the phenotypic fluctuations [12–14]. On the other hand, as the dynamic 17

processes that shape phenotypes are influenced by external and internal noise, 18

phenotypes can vary even for isogenic individuals [15–17], representing another source 19

of phenotypic fluctuations [18,19]. Both these fluctuation sources depend on 20

genotype-phenotype mapping [20–22]. The evolution of genotype-phenotype mapping 21

is essential to understand the evolution of robustness and plasticity, and has been 22

explored extensively both in numerical [4, 6] and laboratory experiments [23,24]. 23

Indeed, experiments and simulations of adaptive evolution under fixed conditions 24

have shown that fluctuations decrease over the course of evolution [25], and the 25

evolvability, that is, the rate of increase in the fitness or the phenotypic change per 26

generation, declines. Accordingly, as evolution progresses, the robustness of the 27

phenotype increases, while the plasticity decreases. 28

However, in nature, phenotypic fluctuations and evolutionary potentiality persist. 29

Even after evolution, the phenotype in question is not necessarily concentrated on its 30

optimal value, but its variance often remains rather large. For instance, even for 31

isogenic cells (clones), fluctuations in the concentration of each protein remains 32

sufficiently high to preserve potentially of evolution. This leads to ask the following 33

questions to be addressed: Why are such fluctuations not reduced, which, in principle, 34

would be possible by evolving appropriately negative feedback processes for 35

stabilization? How are phenotypic fluctuations or plasticity sustained? 36

One possible cause for the preservation of plasticity or fluctuation is environmental 37

fluctuation [26–28]. In natural evolution, fitness and environment are not fixed, but 38

variable. If environmental fluctuation is reduced excessively, the plasticity to adapt to 39
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new conditions imposed by environmental changes would be lost. The plasticity of a 40

biological system dictates its capacity to cope with environmental changes that alter 41

fitness conditions. 42

For every species, interactions with other species are one of the most important 43

“ environmental” factors that affect its existence. Even if a certain“ external” 44

environmental condition itself is fixed, the types and populations of other species may 45

change owing to species-species interactions [29]. For instance, in the interaction 46

between hosts (prey) and parasites (predators), the former may change their 47

phenotype to escape attack by the latter, which, in turn, will change the phenotype of 48

the latter to continue attacking the former [30,31]. Thus, each species may retain 49

evolutionary plasticity to cope with dynamic changes in other species. Furthermore, 50

the phenotypic plasticity in one species may influence other species, resulting in a 51

dynamic change in inter-species interactions. If sufficient species-species interaction 52

occurs, the dynamic variation of phenotypes may be mutually sustained across 53

multiple species. 54

As a first step to investigate the phenotypic plasticity originating from ecological 55

interactions, we present a study of a simple two-species system consisting of hosts and 56

parasites. Within this system, distinct parasite types exist that can attack hosts 57

possessing a specific phenotype, whereas the host phenotypes are determined by 58

genotype-phenotype mapping designed to incorporate possible fluctuations. Hosts are 59

expected to evolve to achieve a phenotype that optimizes fitness and increases the 60

robustness of the successful phenotype by reducing phenotypic fluctuations. In 61

addition, they are also expected to evolve plasticity, that is, phenotypic adaptability to 62

cope with parasite attacks. We use a host gene-expression dynamics model to study 63

the evolution of genotype-phenotype mapping and the resultant phenotypic 64

fluctuations, subsequently exploring the evolution of phenotypic robustness and 65

plasticity in response to interactions with parasites. Specifically, we address the 66

following questions: first, how are the robustness and plasticity of phenotypes, which 67

tend to exhibit opposite trends, maintained through evolution due to the interaction 68

between host and parasite species? Second, are phenotypic fluctuations sustained to 69

cope with parasite attacks? Here, as mentioned, there are two sources of phenotypic 70

fluctuations: genetic variation and stochasticity in genotype-phenotype mapping (that 71

is, noise in the dynamics that shape the phenotype). Then, we address a third 72

question: which of these sources of phenotypic fluctuation is dominant in sustaining 73

the level of phenotypic fluctuation? Finally, we discuss the dependence of the 74

evolution of phenotypic fluctuation and plasticity on the strength of the host-parasite 75

interaction as well as the sensitivity of phenotype dynamics to noise. 76

Models 77

Gene regulatory networks 78

To study the evolution of genotype-phenotype mapping, we employed a simple 79

model for gene expression dynamics based on a sigmoidal function. This model 80

comprises a network consisting of genes that mutually activate or inhibit each 81

expression. In this model, there are M genes whose gene expression level, x
(l)
i 82

(i = 1, 2, ...,M), corresponding to the host type l at time t is described by 83

dx
(l)
i (t)

dt
= γ(f(

M∑
j>k

Jijx
(l)
j (t)

√
αM

− θi)− x
(l)
i (t) + ϵ+ Ii) + ση

(l)
i (t) (1)

where Jij is the matrix representing the influence of gene j on the expression of gene i. 84
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When j activates (represses) the expression i, it takes the form Jij = 1(−1), where 85

Jij = 0 if j does not influence i. The sigmoidal function, f(z), is given by 86

f(z) =
1

1 + exp(−β(z))
(2)

for which β = 25, meaning that f(z) closely resembles a step function. Furthermore, 87

θi represents the threshold of the input required for the expression of gene i. 88

Therefore, whether the gene is expressed (f(z) ≈ 1) or not (f(z) ≈ 0) depends on 89

whether the sum of inputs from the expression of other genes is larger than θi. 90

Moreover, there are k“ output genes” i = 1, 2, ..., k, which determine the fitness as 91

defined below. In Eq (1), the value θi is distributed randomly between fixed limits of 92

0.05 and 0.3. The term representing the interaction with other genes scales with 93√
αM , where α is the path density and the fraction of non-zero values of Jij . We 94

adopted this scaling so that xi is comparable with the order of θi regardless of M . To 95

eliminate the potential for the output genes to influence others, the summation is 96

taken only for j > k. The term η(l)(t) denotes a Gaussian white noise originating from 97

molecular fluctuations in chemical reactions and satisfying< ηi(t)ηj(t) >= δi,jδ(t− t
′
), 98

which represents the stochasticity. The value of σ represents the strength of this noise. 99

Initially, all the gene expression levels are set smaller than the threshold θi. 100

Furthermore, ϵ denotes the spontaneous expression level, which is smaller than θi, and 101

dictates that xi must receive external or internal inputs from other xj values in order 102

to advance beyond θi. Ij is the external input for“ input genes,”with Ij = 1 for 103

j = M − linp + 1,M − linp + 2, ...,M , and Ij = 0 for j ≤ M − linp. Initially, we choose 104

Jij at random to obtain Jij = 1(−1) with a probability of 0.15, in order that α = 0.3. 105

Additionally, we set N = 300,M = 64, linp = 8, and lout = 8. 106

Fitness and reproduction 107

The fitness of the host alone i.e., in the absence of parasites is determined by the 108

fraction of output genes that are expressed, as ds 109

µ = µ0

lout∑
j=1

xj (3)

where xj is the expression of the output genes and µ0 denotes the maximum fitness. 110

Therefore, the state with all output genes expressed (xj = 1, j = 1, 2, ..., lout) is an 111

optimal phenotype for achieving maximal growth. 112

Next, we introduce parasite attacks into the model. There are Np = 2lp parasites, 113

coded as i1, i2, ..., ilp with ij = 0 or 1, such that {0, 1}lp . For instance, for lp = 3, there 114

are 23 = 8 species coded by 000, 001, ..., 111. Each parasite attacks hosts that possess 115

the corresponding target gene expression, i1, i2, ..., ilp , that is, each parasite attacks 116

the host whose gene expression pattern, xj (1 ≤ j ≤ lp), matches with (i1, ..., ilp). 117

Below, we term the lp genes as“ target genes.”Here, the target condition is given by 118

s(xi) = 1 for xi > 0.5 and s(xi) = 0 otherwise (as the threshold function is close to a 119

step function, xi takes ∼ 0 or ∼ 1 any way). For instance, a host whose expression 120

pattern (s(x1), s(x2), s(x3)) ≈ (0, 1, 0) is attacked by the parasite (i1, i2, i3) = (0, 1, 0). 121

The growth rate, µi, of each host decreases owing to the impact of the parasite i as 122

follows: 123

µ̂ = µ0(

lout∑
j=1

xj − cPm) (4)
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where Pm is the population density of the m-th parasite (m = 1, ..., Np = 2lp) and c is 124

the strength coefficient of the attack by the parasite. The volume of the host cells 125

grows according to 126

dv(t)(l)

dt
= µ̂(l)v(t)(l) (5)

When the volume exceeds a threshold value of 2 (v(0) set to 1), the host cell is 127

assumed to divide into two parts. If cell division leads to the cell number exceeds the 128

upper limit N by the cell division, the surplus cells are eliminated at random, in order 129

that the upper limit of the total cell number is N . Here, after division, the initial 130

expression of xi is reset to take a random value smaller than the threshold θi. 131

Mutation is factored into the division process and added to the network Jij with a low 132

mutation rate. An (i, j) path in the network matrix is selected at random and its 133

values changed to one of the other to preserve the total path number. For example, if 134

Jij = 1(−1) and Jkj = 0, then they are changed to Jkj = 1(−1) and Jkj = 0. We 135

prohibited direct connections between the ”input” and ”output” genes. 136

Parasite population dynamics 137

The population of each parasite Pi increases in proportion to the host population 138

with the corresponding phenotype, where the host density, Hi, to be attacked by the 139

parasite strain, i, is determined by the host population that satisfies s(xj) = ij . In 140

addition, there is a mutation from other parasite types P ′
js. Because parasite types 141

are represented by a binary string of length lp, they are represented in lp-dimensional 142

hypercube space. Each distinct genotype υj = (i1, ..., ilp) is represented by a vertex on 143

the cube. Mutations in the parasite species occur by flipping each gene il = 0 ↔ il = 1 144

at a rate of Dp. This is represented by diffusion in the hypercube (e.g., 010 ↔ 000) 145

determined by a diffusion constant Dp. Therefore, the population dynamics is 146

expressed as 147

dPi

dt
= c(Hi − H̄)Pi +Dp

Np∑
j=1

κij(Pj − Pi) (6)

where κij takes unity only if the binary string of j can change to that of i via a single 148

mutation, otherwise it equals zero. To avoid the divergence of parasite populations, we 149

assume competition within all the parasite species, such that the total number of 150

populations is assumed to be fixed. Accordingly, we normalize the density Pi such 151

that
∑2lp

i=1 Pi = 1. Thus, the reduction term H̄ =
∑

Hi

2l
is introduced ensuring that 152∑2lp

i=1
dPi

dt = 0 and
∑2lp

i=1 Pi = 1 remain satisfied. 153

Phenotypic variances due to noise and mutation 154

The model includes a noise component that allows the fitness to fluctuate during 155

each run, which leads to the distribution in the expression of xi, even among 156

individuals sharing the same gene regulation network. We define the phenotypic 157

variance Vp(i) as the variance of the phenotype xi over the host population with 158

different genotypes. In contrast, we compute the variance v
(l)
i of the gene expression of 159

x
(l)
i for each host type l. Because the model includes this noise term, the variance is 160

finite, and the expression level xi for the same host genotype (network) varies between 161

individuals. Here, the variation of xi to give Vp(i) arises both from noise and from 162

network mutations. To distinguish between these sources, we define two phenotypic 163

variances: Vip(i) and Vg(i) [9, 10]. The variance V
(l)
ip (i) is defined as the variance of 164
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phenotypic fluctuations in the isogenic population, that is, the phenotypic variance of 165

xi within the clonal population of the host type l. In contrast, V
(l)
g (i) is defined as the 166

phenotypic variance due to the genetic distribution, as computed by the variance of 167

x̄i
(l) within the heterogenic population and adding a mutation to J

(l)
ij , where x̄i

(l) is 168

the average over the clonal distribution of host l. Details describing the calculation of 169

the variances Vip and Vg are provided in the Methods section. Here, we are especially 170

interested in the variance of the expression of output genes. We term the average 171

variances of the output genes (i = 1, 2, ..., 8) as Vip, Vg, and Vp, thereby omitting the l 172

notation. Additionally, we define the average variances of the target genes 173

corresponding to parasite attacks as V t
ip and V t

g . 174

Table 1. Model parameters and variable definitions

Symbol Description value

M total number of host genes 64
N total number of host cells 300
linp number of input genes 8
lout number of output genes 8
Ij input strength -5
γ time constant 0.1
α average path density 0.1
ϵ spontaneous expression level 0.01
β 25
µ0 maximum growth rate 0.0002
lp total number of parasite genes 3
Np number of parasite types 8
Tp evolutionary speed 100

Results 175

Parasite interaction accelerates host diversity 176

Fig 1 shows the population dynamics and fitness values of the host in three 177

parasite environments (c = 0, 1, and 4). In the absence of parasite interaction, i.e., at 178

c = 0, gene regulatory networks (GRNs) that generate a phenotype expressing all 179

target genes, such as type“ 111” (black line), dominate the host population (see 180

Fig 1( i )). Genotypes that lead to the fittest phenotype that expresses all the output 181

genes dominate in the population. Then, if sufficient interactions with the parasites 182

occur, the host population evolves into multiple groups with different phenotypes 183

(Fig 1(ii), (iii)). This is explained by the selection pressure to avoid parasite attacks. 184

When the host population is concentrated on the fittest type“ 11111111,” which 185

includes the target gene expressions“ 111,” the parasite population is also 186

concentrated on the corresponding type matching the target“ 111,” resulting in the 187

population of the fittest host types being suppressed by the interaction with the 188

parasite. Consequently, other host types with less fitted target patterns have more 189

chances to survive. In short, parasites act as a negative frequency-dependent selection 190

pressure, and the effective fitness (Eq (4)) varies over time owing to the change in the 191

parasite population distribution of each type. As a result, multiple phenotypes and 192

genotypes can coexist within a host population. 193

To determine the extent to which host-parasite interactions enhance phenotypic 194

diversity, we computed the phenotypic variance, Vp, that is, the variance of output 195
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(Ă)

(Ă)

(Ă)

Fig 1. Dynamics of host phenotypes under interaction with parasites.
The populations of hosts Hi corresponding to the parasite type (i1, i2, ..., iNp) are
plotted against the generation time. The number of parasite types is Np = 23 = 8,
which corresponds to the on/off expression of three target genes of the host. The
population of each host type i for Hi representing {s(x1), s(x2), s(x3)} =“ 000”,
“ 001”,... , and“ 111” is indicated by different colors. The interaction strength is c = 0
( i ), 1 (ii), and 4 (iii). In the absence of parasites (c = 0), the population is dominated
by the“ 111” type in which all output gene expression levels are turned on, whereas
other phenotypic types with low growth rates (“ 110,”“ 101,” and“ 011”) also coexist
at c = 1, 4. In addition, N = 300,M = 64, linp = 8, lout = 8, and lp = 3 (see Table 1).
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0 1 2 3 4
c

2×10−2

3×10−2

4×10−2

6×10−2

V p

Fig 2. Total phenotypic variance Vp of the output genes against the
parasite interaction strength. The variance Vp of the output genes plotted against
the parasite interaction strength c. Vp is computed from the expression levels of the
output genes over the host population (N = 300 individuals) and plotted as the
average Vp over 2500–3000 generations. Each color represents a different noise
strength: σ = 0.03 (blue), 0.02 (orange), 0.01 (black), and 0.0 (red).

gene expressions over the host population with distributed genotypes (i.e., network 196

Jij) and plotted it as a function of the interaction strength c, as shown in Fig 2. These 197

variances were computed with respect to the time-dependent average of the output 198

gene expression levels, xi. As the interaction strength c is larger than the threshold 199

ct = 1, Vp exhibits a sharp rise. At c ∼ ct, a transition is observed, beyond which the 200

phenotypic diversity increases. This diversification means that multiple phenotypes 201

coexist within a group, as shown in Figs. 1(ii) and (iii). In contrast, below the 202

transition point, ct, the variance decreases and the host population is concentrated on 203

the fittest phenotype, as shown in Fig 1( i ). 204

This transition point for phenotypic diversification is determined from the fitness 205

function, as defined in Eq (4). The growth rate is maximized when the expression level 206

of all the output genes is close to xj = 1. In the present model, the fitness decreases 207

by one unit when one of the output genes is switched off. Furthermore, the maximum 208

increase in the growth rate required to escape the parasite attack by changing 209

phenotype is given by c. Thus, at c ≈ 1, the benefit of avoiding the parasite attack by 210

switching off one of the target genes from the fittest type exceeds the associated 211

reduction in the growth rate. Therefore, the transition point ct is estimated by c ≈ 1. 212

Indeed, Fig 2 shows that, for c > ct, the variance increases. When the interaction is 213

strong (e.g., c = 4), the number of host phenotypes approaches the maximum number, 214

2lp(= 8), corresponding to all possible parasite species (see Fig 1(iii)). Note that the 215

gene expression dynamics involve noise; therefore, hosts of the same genotype can 216

exhibit different expression patterns among individuals of the same genotype. 217

Accordingly, phenotypic variation has two different origins: genetic variation and 218

noise-induced phenotypic plasticity. Next, we investigated how the adoption of these 219

two adaptive strategies depends on c and σ by computing the noise-induced isogenic 220
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phenotypic variance, Vip, and the genotypic variance, Vg. 221

0 500 1000 1500 2000 2500 3000

10−3

10−2

Vip

0 500 1000 1500 2000 2500 3000

Vg
c=4.0,̀=0.05
c=2.0,̀=0.03
c=2.0,̀=0.01
c=0.0,̀=0.02

[ i ]output

0 500 1000 1500 2000 2500 3000

10−2

Vip

0 500 1000 1500 2000 2500 3000

Vg
c=4.0,̀=0.05
c=2.0,̀=0.03
c=2.0,̀=0.01
c=0.0,̀=0.02

[ ii ]target

　

Fig 3. Evolutionary time course of the average phenotypic variances Vip

and Vg. The time course of the average phenotypic variances Vip and Vg (i.e., V t
ip and

V t
g ). [ i ] Average Vip and Vg over all the output genes are plotted against the

generation for different values of the noise level σ and the interaction strength c, as
indicated by different colors. Blue: example of evolution with no host-parasite
interactions. Hosts are occupied by individuals with the fittest phenotype, thereby
losing phenotypic diversity (σ = 0.02). Both the isogenic phenotype variance Vip and
the genetic variance Vg decrease. Orange: the case with c = 2 and σ = 0.01, showing
that Vip decreases, whereas Vg maintains high values, implying the evolution of
genotypic diversity. Green: c = 2 and σ = 0.03. Both Vip and Vg increase. Red: c = 4
and σ = 0.05. Vip decreases slightly, whereas Vg maintains low values. [ii] V t

ip and V t
g

for the target genes. The line colors represent the equivalent conditions as in [ i ].

Evolution of robustness and plasticity 222

We computed Vip and Vg separately (see Methods). The evolutionary time courses of 223

Vip and Vg are shown in Fig 3. Here, the variances Vip and Vg corresponding to all 224

output genes and V t
ip and V t

g of the target genes are plotted in Fig 3(ii). The 225

variances of the output genes are plotted for different values of the interaction 226

strength c and the noise level σ. According to the values of Vip and Vg, the four phases 227

are classified as follows. 228

Phase I: Non-interacting, non-robust (σ < σc ∼ 0.01 and c < ct = 1) 229

Vg is maintained at a large value when the noise is below a threshold of σc = 0.01 230

and the interaction is weak (c < ct = 1). Host phenotypes (i.e., gene expression) 231
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Fig 4. Dependences of Vip and Vg upon the noise level σ and the interaction
strength c. Vip and Vg for all output genes upon the noise level σ (horizontal axis)
and the interaction strength c (vertical axis). The variance values for each parameter
are displayed using color maps. The variance is computed by taking the average of
2500–3000 generations. The color maps indicate that the host-parasite interaction
enhances Vip and Vg. Each parameter regime is categorized into one of four phases
based on the values of Vip and Vg (see the text for details).

fluctuate around the fittest type, as shown in Fig 1( i ), where most of the output 232

genes are expressed, whereas the variances are sustained at moderate values owing to 233

genetic distribution. A large Vg implies that the phenotypes are not sufficiently robust 234

against mutations. 235

Phase II: Non-interacting, robust (σ > σc and c < ct) 236

The evolution of robustness against the noise in gene expression dynamics occurs 237

when the noise is above a threshold of σc = 0.01 and the interaction is weak 238

(c < ct = 1). In this region, the strength of the interaction is weaker than at the 239

transition point ct = 1, meaning that the attack by the parasite is not sufficient to 240

cause phenotypic diversification (Fig 2). Figure 4 shows that the values of both Vip 241

and Vg are low relative to the case with c > ct and σ < σc. As Vg is small, the 242

phenotype is not significantly changed by genetic variation. Vip and Vg both decrease 243

while satisfying the inequality Vip > Vg, leading to the evolution of robustness to noise 244

and genetic change. This supports previous studies [6, 9, 10]. The host population is 245

both genetically and phenotypically homogeneous, indicating that the output genes 246

are all switched on and exhibit minimal variation with respect to the fittest type. 247

Phase III: Interaction-induced genetic diversification (σ < σc ∼ 0.01 and c > ct) 248

The evolution of genetic diversification occurs when the noise level is below the 249

threshold σ < σc and the interaction strength exceeds the transition point ct. No 250

decrease is observed in Vg, whereas for Vip, the phenotypic variances remain small, as 251

shown in Fig 5. Phenotypic diversity is generated by genetic diversity. Phenotypes 252

generated from each genotype are concentrated on a unique type such that, for each 253

given genotype, the phenotype does not exhibit plasticity. Multiple groups with 254

different genotypes coexist as a result of interactions with diversified parasites. For 255

each host phenotype, a corresponding parasite exists. The stronger the interaction, 256

the more phenotypes arise, leading to a larger Vg and higher genetic diversity in the 257

population. 258

Phase IV: Interaction-induced phenotypic plasticity (σ > σc and c > ct) 259

For the case of c = 3 and σ = 0.02, the phenotypic variance of the output gene 260
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expression (Vip) increases in the initial stage of evolution (up to 500 generations; see 261

Fig 3). Both Vip and Vg maintain high values, while satisfying Vip > Vg. Host 262

phenotypes are diversified, without resorting to genetic diversification. Here, isogenic 263

hosts can have more than one phenotype. In addition, gene expression levels are 264

diversified by noise, implying the phenotypic plasticity of the isogenic population. The 265

variances of the parasite-target genes with the parasite are the highest, whereas those 266

of the other output genes are also maintained at high levels (see S1 Fig). Accordingly, 267

the fitness is reduced. 268

Transition between the Phase III and IV against noise strength 269

We also explored the transition between the last two phases. Figure 5 shows the 270

dependence of the variances Vip and Vg of the output genes on the noise level σ for 271

c = 3. Below the threshold noise level σc, Vg exceeds Vip, indicating that the 272

robustness to mutation is diminished. Furthermore, the variability of the host 273

phenotype in response to genetic variation is increased, while the expression levels of 274

the target genes are diversified. When the noise level exceeds σc, a variety of target 275

gene expression levels are produced. Owing to this fluctuation-induced plasticity in 276

gene expression, hosts can reduce parasite attacks more effectively than when the host 277

phenotype is concentrated on the fittest type. 278

0.00 0.01 0.02 0.03 0.04 0.05
̀

10−3

10−2

V i
p,
V g

Vip

Vg

Fig 5. Transition of Vg and Vip with noise strength. Dependence of the average
variances Vip and Vg of the output genes i on the noise level σ for a strong
host-parasite interaction (c = 3). Vip exceeds Vg at σth ≈ 0.01. Based on the data in
Fig 4, phenotypic diversification occurs for all parameter values for which the main
origin of the phenotypic variances changes from mutation to noise at σ ∼ σc. Beyond
the threshold noise level, phenotypic plasticity evolves, with genetic diversification
evolving below the threshold.
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Coping with parasites by phenotypic plasticity 279

In the absence of parasites, the variances Vip and Vg decrease as the host 280

phenotype adapts to the environment, as described by the fitness condition through 281

evolution (Phase II). Next, we investigated whether introducing parasites after this 282

adaptation enables the evolution of plasticity to progress. Therefore, after the host 283

had adapted to the environment and acquired robustness (i.e., after Vip and Vg had 284

decreased) we switched the interaction strength from c = 0 to c = 3. The time course 285

of this evolution is shown in Fig 6. After switching the interaction strength, the host 286

growth rate decreases temporarily before increasing as plasticity evolves (see S4 Fig). 287

The variances Vip and Vg both increase as in Phase IV. In particular, the phenotypic 288

fluctuations (Vip) in the host population show a notable increase within 100 289

generations. In addition to the target genes, the fluctuation in the expression level of 290

the output genes also increases. Notwithstanding the evolution of robustness, the 291

evolution of plasticity increases as a result of parasite infection. 292

10−23×10−34×10−3 6×10−3 2×10−2

Vip

10−2

3×10−3

4×10−3

6×10−3

V g

Vg=Vip
output
target

0

50

100

150

200

250

300

Fig 6. The time course of the variances (Vip,Vg) after switching the
interaction strength. The time course of the variances (Vip,Vg) over generations for
σ = 0.02. For the first 2000 generations, the evolution of the host was modeled
without parasites (c = 0). After this, the evolution of robustness was complete (Vip

and Vg decreases). Then, we introduced the interaction with the parasites by changing
c from 0 to 3. The variances were computed from the isogenic variance over 20
iterations. The time course of (V t

ip, V
t
g ) and (Vip, Vg) over generations after this switch

is plotted for the target (circles; bold lines) and output genes (asterisks; dotted lines).
The color bar indicates the number of generations since the switch. The variances V t

ip

and Vip both increase owing to interactions with the parasites, resulting in the
evolution of phenotypic plasticity. Other model parameters:
N = 300,M = 64, linp = 8, lout = 8, and lp = 3.

Dependence of the variances on genetic change and by noise 293

In a previous study without host-parasite interactions [6], the correlated change 294

between Vip and Vg during the evolutionary process was observed for σ > σc. Under 295

the pressure of host-parasite interactions, the gene expression dynamics evolved to 296

diversify the phenotypes in the manner described above. Here, we discuss the increase 297

in Vip and Vg through evolution. As shown in Fig 7(a), the two variance terms 298

pertaining to target gene expression exhibit considerably closer correlation. Moreover, 299
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both variances maintain large values, so that the host can escape parasite attacks by 300

producing a different phenotype via mutation. In contrast, Fig 7(b) shows that the 301

variances of other output genes decreased and the evolution of robustness increased for 302

those phenotypes not attacked by parasites. However, this decrease is much smaller 303

than that corresponding to the absence of host-parasite interactions. To increase the 304

phenotypic variance of the target genes, the variances of other gene expressions need 305

to be maintained to a certain degree because of gene interactions through the GRN. 306

This trend of a weak increase in the phenotypic variance for all genes holds for c > ct 307

(see S2 Fig and S3 Fig). 308

10� 3 10� 2
10� 3

10� 2

2 × 10� 3

3 × 10� 3

4 × 10� 3

6 × 10� 3

target  genes

Vg= Vip

c= 0

c= 3

10� 3 10� 2

output  genes

Vg= Vip

c= 0

c= 3

0

500

1000

1500

2000

2500

3000

(a) (b)

Fig 7. Evolutionary change of the variances for target genes and output
genes. The time course of the variance (V t

ip, V
t
g ) for target genes (a) and the variance

(Vip, Vg) for output genes (b) (c = 0 (asterisks) and 3 (circles)). The variances are
computed from the isogenic variance over 100 iterations. The time course over
generations is plotted for the variances of gene expression. The plots cover 3000
generations. We set the noise level to σ = 0.03 > σc. In the absence of parasite
interactions (c = 0), the two variances decrease, while Vg < Vip is maintained
throughout the evolutionary course. Conversely, under host-parasite interactions, Vip

and Vg show a correlated increase. Although this increase is prominent for target
genes (asterisks in (a)), it is suppressed for output genes, before showing a slight
decrease (b).

The Trade-off between growth and tolerance 309

We examined how the increase in the phenotypic variances due to parasite interactions 310

influences the growth rate of a single host. Parasites concentrate their attacks on the 311

hosts with the most frequent phenotype in the population. Figure 8 plots the 312

relationship between Vip and the fitness, showing the trade-off between the two. 313

Individuals exhibiting high plasticity tend to have lower growth rates owing to the 314

uncertainty in the expression of output genes; however, they are attacked less by the 315

parasites. As the variance Vip is larger, the parasite attacks are reduced. 316

Consequently, the host types with larger Vip have a larger chance of survival even if 317

their growth rate as a single cell is lower. 318
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Fig 8. Trade-off between phenotypic plasticity (Vip) and the fitness.
Trade-off between phenotypic plasticity (Vip) of the output genes and the fitness∑lout

i=1 xi. Each values are computed by the average from 2500–3000 generations. Each
color represents a different interaction strength: c = 0 (black), c = 1 (green), c = 2
(red), c = 3 (blue), and c = 4 (yellow). Each marker shape represents a different noise
strength: σ = 0.05(⋄), σ = 0.04(⋆), σ = 0.03(▷), σ = 0.02(◦), σ = 0.01(△), and
σ = 0.001(◁).

Discussion 319

In this study, we studied the evolution of phenotypic variances by using host gene 320

expression dynamics with the regulation network, in the presence of a host-parasite 321

interaction. If the interaction is weak, the host with the fittest phenotype evolves to 322

reduce phenotypic variances. In contrast, if the interaction is sufficiently strong, the 323

phenotypic variances of the host increase to escape specific phenotypes being attacked 324

by each parasite strain. We identified two strategies, either to increase the 325

noise-induced phenotypic variance (Vip) or to increase the genetic variance (Vg), 326

depending on the strength of the noise in the stochastic gene expression. If the noise 327

strength is below the noise threshold, the diversification is primarily genetic in origin, 328

whereas above the threshold noise-induced phenotypic plasticity dominates, leading to 329

the variances Vip and Vg increasing. In the latter case, both variances increase in 330

correlation, thus enhancing phenotypic plasticity, which helps to avoid parasite attacks. 331

Note that in a fixed environment without inter-species interactions, the two 332

variances Vip (due to noise) and Vg (due to mutation) tend to decrease, thereby losing 333

phenotypic plasticity and evolvability. Under host-parasite interactions, the GRN 334

evolves to increase these variances, even after robustness has evolved and become 335

established. We classified the diversification of phenotypes into four phases based on 336

the interaction strength c and noise level σ. The phases were classified according to 337

the respective degrees of phenotypic variance due to phenotypic noise (Vip) and 338

genetic variation (Vg). 339

Whether biological populations deal with environmental changes by genetic 340

variation or phenotypic plasticity has been discussed both theoretically and 341

experimentally [3, 32,33]. Indeed, the relevance of species-species interactions to 342

phenotypic plasticity and genetic diversification has been discussed extensively [34,35]. 343

Therefore, it is interesting to examine how the two strategies for phenotypic 344
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diversification studied here are adopted therein. 345

First, we observed a trade-off between phenotypic plasticity and fitness. Hosts that 346

evolved plasticity to deal with parasite interactions tended to exhibit a decrease in 347

inherent fitness (i.e., the growth rate). Interestingly, such a trade-off has been 348

observed for predator-induced phenotypic plasticity [36–38] and in bacteria-phage 349

experiments [39], where the bacteria gain resistance to the phage by reducing the 350

competition for resources. Furthermore, it has also been suggested that excessively 351

strong phenotypic plasticity may reduce adaptability to climate change [40]. In 352

contrast, host populations that exhibit phenotypic diversification by increasing genetic 353

variation (Vg) in order to reduce the rate of infection do not show a significant decrease 354

in fitness. However, in this case, their phenotypes are less robust to noise or mutation. 355

Note that the generation of diverse phenotypes against uncertain environmental 356

changes is known as a“ bet-hedging strategy” [41–45]. The question of whether to 357

cope with environmental changes by genetic evolution or by phenotypic plasticity has 358

been discussed in relation to the speed of environmental change. The diversification 359

strategies originating from either Vip or Vg, as discussed here, provide the basis for the 360

increase in phenotypic variance, which is required for“ bet-hedging.” 361

Moreover, the time scale of environmental change is expected to be an important 362

factor in determining which adaptation strategy is chosen. Nevertheless, in the present 363

model, the hosts do not receive parasite information explicitly. The effect of parasite 364

infection on the host is considered only as a negative effect on population growth. The 365

influence of the parasite does not have any effect on the host gene expression 366

dynamics. The characteristics of gene expression dynamics are determined by the 367

noise level σ, indicating that the transition point σc is independent of the time scale of 368

the parasite population dynamics (see S5 Fig). Furthermore, because the population 369

density is fixed, the interaction strength is constant, meaning that the hosts do not 370

become extinct even if they cannot cope with rapid changes in parasite dynamics. It 371

would be interesting to study the evolution of a model in which the host receives the 372

influence of the parasite directly on the input. For example, in the perceptron model, 373

which produces a favorable phenotype for an input, different strategies emerge 374

depending on the environment [44]. By introducing such parasite inputs, host 375

adaptation strategies are enriched. 376

In summary, we have demonstrated the evolution of phenotypic plasticity and 377

robustness under host-parasite interactions based on the change in phenotypic 378

variances. Depending on the strength of the interaction and the noise level in the gene 379

expression dynamics, either phenotypic plasticity or genetic diversification evolves. 380

Note that a stronger manifestation of genetic diversification results in speciation. In 381

our forthcoming paper, we aim to show how the phenotypic plasticity induced by 382

host-parasite interactions will also lead to genetic speciation. 383

Methods 384

We define the two phenotypic variances Vip and Vg as follows. 385

(1) Gene expression can take different values even among individuals of the same 386

genotype owing to noise during the development process. The variance, denoted as 387

V
(l)
ip (i), is defined by the variance of x

(l)
i (t) for gene i of the l-th host-type in the 388

isogenic population, i.e., among these with the same genotype (network J
(l)
ij ). 389

(2) V
(l)
g (i) is defined as the phenotypic variance due to the genetic distribution. 390

Here, the gene expression x
(l)
i varies both according to the noise and according to the 391

change in the network J
(l)
ij . To distinguish the latter from the former, we first 392
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computed x̄i
(l), i.e., the average of x

(l)
i over noise, for each genotype. Then, we 393

computed the variance of x̄i
(l) over the heterogenic population by adding a mutation 394

to J
(l)
ij . Thus, following the distribution in Jij (due to mutation), x

(l)
i is distributed, 395

with V
(l)
g (i) obtained using the variance of x̄i

(l) over the heterogenic population. 396

Details on the measurement of each variance are given below. In the simulation, there 397

are up to N individuals with different genotypes Jij , with each potentially having a 398

different gene expression. L samples are selected at random from the networks. For 399

each selected network, we prepared Nc clones. Then, we computed the variance of the 400

phenotype (gene expression) over the clonal population for each sample at t = 1000, 401

after the expression reaches a steady state. The average variance over the sample gives 402

rise to V
(l)
ip (i), that is, the noise-induced variance over the isogenic population. Then, 403

we prepared J ′
ij by adding a single mutation to the chosen network Jij enabling 404

V
(l)
g (i) to be estimated for all L samples, by applying the same mutation procedure as 405

previously mentioned. We obtained V
(l)
g (i) by sampling over a heterogeneous 406

population. We set L = 30 and Nc = 50 for all simulations. 407

Supporting information 408

S1 Fig Average variances of Vip(i) and Vg(i) (output genes i = 4, 5, ..., 8). 409

S2 Fig Average variances of V t
ip and V t

g (target genes i = 1, 2, 3). 410

S3 Fig Average variances of Vip(i) and Vg(i) (other genes i = 9, 10, ..., 64). 411

S4 Fig Time course of the variances V t
ip and the growth rate µ and µ̂. 412

S5 Fig Timescale of the parasite changes. 413
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