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Abstract 
 
Transcranial  magnetic stimulation  (TMS) is a  widely used  noninvasive  brain  stimulation  method 
capable  of inducing  plastic reorganisation  of cortical  circuits in  humans. Changes in  neural 
activity following  TMS are  often  attributed  to  synaptic plasticity (e.g  long-term potentiation  and 
depression; LTP/LTD). However, the  precise  way in  which  synaptic processes such  as LTP/LTD 
modulate  the  activity of large  populations of neurons, as stimulated  en  masse  by TMS, are 
unclear. The  recent development of biophysically-informed  models, which  capture  the 
physiological  properties of TMS-induced  plasticity using  mathematics, provide  an  excellent 
framework for reconciling  synaptic and  macroscopic plasticity. In  this article, we  overview the 
TMS paradigms used  to  induce  plasticity, and  their limitations. We  then  describe  the 
development of biophysically-based  numerical  models of the  mechanisms underlying  LTP/LTD 
on  population-level  neuronal  activity, and  the  application  of these  models to  TMS plasticity 
paradigms, including  theta  burst and  paired  associative  stimulation. Finally, we  outline  how 
modeling  can  complement experiment to  improve  mechanistic understandings and  optimize 
outcomes of TMS-induced  plasticity.  
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1. Introduction  

  
Transcranial  magnetic stimulation  (TMS) is a  powerful  tool  for studying  human  brain  function 
(Hallett, 2007). Using  the  principles of electromagnetic induction, TMS can  noninvasively 
depolarize  cortical  neurons across the  skull  and  scalp  (Rothwell, 1997). When  applied  using 
certain  patterns of stimulation, TMS can  induce  plastic increases or decreases in  cortical 
excitability which  outlast the  period  of stimulation, reminiscent of long-term 
potentiation/depression  (LTP/LTD)-like  mechanisms observed  in  vitro  (Cooke  and  Bliss, 2006). 
The  ability of TMS to  alter neural  activity has resulted  in  a  wide  range  of uses, from studying  the 
mechanisms of plasticity in  humans (Ziemann  et al., 2008), to  inferring  the  functional  roles of 
brain  regions in  behavior (Pascual-Leone  et al., 2000), to  providing  clinical  treatments 
(Lefaucheur et al., 2014). However, the  field  is facing  several  challenges, including  large 
interindividual  variability in  response  to  TMS (Ridding  and  Ziemann, 2010), difficulty in 
optimizing  protocols due  to  nonlinear relationships between  stimulation  parameters and 
outcomes (Gamboa  et al., 2010), and  problems translating  the  detailed  knowledge  gained  from 
the  motor system to  non-motor regions which  often  lack clearly observable  output that can  be 
used  to  measure  the  effects of stimulation. (Parkin  et al., 2015). At the  centre  of these 
challenges is a  poor understanding  of the  cellular and  molecular mechanisms underlying 
TMS-induced  plasticity (Müller-Dahlhaus and  Vlachos, 2013), which  makes it difficult to  interpret 
outcomes at the  level  of neural  populations as measured  in  human  experiments. As such, a 
general  theory that explains how TMS induces plasticity across multiple  brain  scales and 
regions is urgently required. 
  
Our aim here  is to  overview how biophysically-informed  modeling  approaches can  be  applied  to 
better understand  TMS-induced  plasticity thus addressing  the  challenges outlined  above. These 
models aim to  explain  and  predict data  in  terms of underlying  physiological  mechanisms. The 
central  idea  is to  capture  the  relevant physiological  mechanisms using  mathematics, where  the 
variables and  parameters of the  model  equations reflect physiological  properties such  as 
receptor conductances, membrane  potentials, or firing  rates. We  begin  by briefly overviewing 
the  TMS paradigms used  to  induce  plasticity in  humans, the  proposed  mechanisms underlying 
these  protocols, and  the  practical  and  theoretical  factors limiting  the  use  and  interpretability of 
these  paradigms. We  then  introduce  how biophysically-based  models, including  neural  field 
models, have  been  used  to  describe  neural  plasticity mechanisms. Finally, we  overview the 
application  of modeling  to  TMS plasticity paradigms, discuss how such  models can  inform the 
optimization  of plasticity-inducing  paradigms for TMS, and  outline  future  research  directions to 
further refine  our understanding  of the  interactions between  TMS and  plasticity across different 
brain  regions. Modeling  will  play a  key role  in  resolving  many of the  seemingly inconsistent and 
unexpected  findings in  the  field  of TMS research  and  we  argue  for greater integration  of 
modeling  and  experimentation  to  guide  the  future  of the  field. 
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2. Plasticity-inducing TMS paradigms 
  
To  illustrate  the  need  for models of TMS induced  plasticity, we  first introduce  the  common  TMS 
paradigms used  to  induce  plasticity in  humans, the  proposed  molecular mechanisms underlying 
these  paradigms, and  the  challenges facing  the  field  of TMS. The  three  most commonly used 
plasticity-inducing  TMS paradigms are  repetitive  TMS (rTMS), theta  burst stimulation  (TBS), and 
paired  associative  stimulation  (PAS) (Ziemann  et al., 2008). Most research  to  assess the 
capacity of these  paradigms to  induce  plasticity has occurred  in  the  motor system due  to  the 
ease  of measuring  motor outputs. For instance, single  TMS pulses given  to  the  motor cortex at 
suprathreshold  intensities result in  compound  action  potentials in  the  muscle  targeted  by the 
stimulated  cortical  region. This TMS-evoked  muscle  activity, termed  a  motor-evoked  potential 
(MEP), can  be  easily measured  using  surface  electromyography. The  amplitude  of the  MEP is 
influenced  by both  cortical  and  spinal  excitability, but is often  used  to  indirectly infer changes in 
cortical  excitability induced  following  TMS plasticity protocols (Di  Lazzaro  et al., 2008). 
  
All  three  TMS plasticity protocols listed  above  can  either increase  or decrease  MEP amplitude 
for ~15-30  minutes following  stimulation. However, the  stimulation  protocols through  which 
these  excitability changes are  achieved  differ between  paradigms. rTMS involves administering 
repeated  uniformly-spaced  pulses of TMS, with  the  after-effects depending  predominantly on 
the  frequency of stimulation. When  applied  at lower frequencies (e.g., at 1  pulse  per second), 
rTMS generally results in  a  decrease  in  MEP amplitude, suggesting  reduced  cortical  excitability. 
Conversely, higher rTMS frequencies (> 5  Hz) usually result in  increased  MEP amplitudes 
(Fitzgerald  et al., 2006). 
 
In  TBS, there  are  two  frequencies of stimulation  - a  slower interburst ‘theta’  frequency (usually 5 
Hz, meaning  successive  bursts of pulses are  separated  by 200  ms), and  also  a  faster intraburst 
‘gamma’  frequency (usually 50  Hz, meaning  pulses within  a  burst are  separated  by 20  ms). The 
number of pulses in  a  burst is also  variable  (though  often  set to  3); likewise  the  total  number of 
pulses in  a  protocol, often  set to  600, can  be  varied. Protocols can  be  applied  continuously 
(cTBS) or intermittently (iTBS); in  the  latter pulses are  delivered  for a  given  period  (the  ‘ON’ 
time, often  2  s) and  then  are  absent for a  given  period  (the  ‘OFF’  time, often  8  s). The 
excitability effects of TBS depend  on  the  pattern  of stimulation. It is commonly assumed  that 
cTBS decreases MEP amplitude, whereas iTBS  increases MEP amplitude  (Huang  et al., 2005). 
  
PAS uses a  different approach  to  rTMS and  TBS, and  is based  on  the  principles of ‘Hebbian’  or 
spike  timing  dependent plasticity (Stefan  et al., 2000). During  PAS, single  TMS pulses are 
delivered  to  the  motor cortex to  coincide  with  sensory inputs resulting  from electrical  stimulation 
of a  peripheral  nerve  (Stefan  et al., 2000). The  changes in  cortical  excitability resulting  from 
PAS are  dependent on  the  relative  timing  of the  two  stimuli. For example, at an  interstimulus 
interval  of ~25  ms (PAS25), the  sensory input, which  has a  conduction  time  to  the  cortex of ~20 
ms, and  the  TMS pulse  arrive  at a  similar time, yielding  increased  MEP amplitudes. Conversely, 
at an  interstimulus interval  of ~10  ms (PAS10), the  sensory input arrives well  after the  TMS 
pulse, resulting  in  reduced  MEP amplitudes (Wolters et al., 2003). 
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In  addition  to  the  frequency and  pattern  of stimulation, other parameters such  as stimulation 
intensity, number of pulses, and  brain  state  also  influence  the  outcome  of each  paradigm (Pell 
et al., 2011). Furthermore, the  generally accepted  ‘rules’  that high  frequency rTMS, iTBS, and 
PAS25 increase  excitability and  low frequency rTMS, cTBS, and  PAS10 decrease  excitability do 
not hold  in  all  people  (see  Challenges facing TMS plasticity paradigms) (Hamada  et al., 2013; 
Maeda  et al., 2000; Müller-Dahlhaus et al., 2008). 
  
 
3. Proposed mechanisms underlying TMS-induced plasticity 
 
Each  TMS plasticity protocol  is motivated  by electrical  stimulation  paradigms used  to  induce 
LTP/LTD across single  synapses in  hippocampal  slice  studies in  animals (Cooke  and  Bliss, 
2006; Raymond, 2007). In  these  studies, LTP/LTD primarily alters synaptic efficacy by 
increasing  or decreasing  the  conductance  and  number of AMPA receptors at the  postsynaptic 
neuron, with  presynaptic mechanisms such  as increased  or decreased  neurotransmitter release 
also  playing  a  role  (Dan  and  Poo, 2004; Malenka  and  Bear, 2004). The  direction  of synaptic 
plasticity depends on  postsynaptic intracellular calcium concentrations (hence  this is also  known 
as calcium dependent plasticity; CaDP). TMS activates different neural  populations depending 
on  the  intensity of the  stimulation  and  the  geometry of the  coil, leading  to  action  potentials. In 
the  theory of CaDP, depolarization  of a  postsynaptic neuron  leads to  calcium influx to  the 
postsynaptic dendritic spine  via  glutamatergic, voltage-gated  NMDA receptors (Dan  and  Poo, 
2004). From then  on, complex chains of protein  kinases and  phosphatases may be  activated, so 
that low calcium concentrations result in  LTD, and  higher concentrations result in  LTP 
(Nishiyama  et al., 2000; Shouval  et al., 2002).  The  direction  and  magnitude  of synaptic 
plasticity is further governed  by the  history of synaptic activity, a  process known  as 
metaplasticity (Abraham, 2008). Several  mechanisms have  been  suggested  to  account for 
metaplasticity, including  a  sliding  plasticity threshold  mediated  by changes in  NMDA receptor 
conductance  (Bienenstock et al., 1982; Shouval  et al., 2002).  
  
Changes in  MEP amplitude  from all  three  TMS protocols are  broadly consistent with  changes in 
synaptic efficacy following  LTP/LTD-like  mechanisms (Hoogendam et al., 2010). First, the 
changes in  excitability induced  by TMS paradigms last beyond  the  period  of stimulation  for short 
periods (~30  min), consistent with  LTP/LTD (Huang  et al., 2005; Peinemann  et al., 2004; Stefan 
et al., 2000). Second, the  effects of TMS paradigms are  blocked  or reversed  by NMDA receptor 
(Fitzgerald  et al., 2005; Huang  et al., 2007; Stefan  et al., 2002) and  calcium channel  antagonists 
(Wankerl  et al., 2010; Weise  et al., 2016). Third, the  outcomes of TMS plasticity paradigms are 
dependent on  the  history of cortical  activation  (e.g., past plasticity induced  by another TMS 
protocol  or motor learning), consistent with  metaplasticity (Iyer et al., 2003; Müller et al., 2007; 
Todd  et al., 2009; Ziemann  et al., 2004). In  addition  to  synaptic plasticity, other nonsynaptic 
mechanisms may also  contribute  to  changes in  MEP amplitude, such  as changes in  membrane 
excitability, biochemistry, or gene  expression  (Pell  et al., 2011; Tang  et al., 2015). However, the 
contributions of these  mechanisms to  TMS plasticity are  yet to  be  fully explored. 
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4. Challenges facing TMS plasticity paradigms 
 
Despite  the  widespread  use  of TMS, several  challenges currently limit the  design  and 
interpretability of TMS-induced  plasticity experiments. First, it is unclear how the  plasticity 
mechanisms that likely underlie  the  effects of TMS, such  as LTP/LTD, scale  from the 
microscale/synapse  level  in  animal  studies to  the  macroscale/brain  region  level  in  human 
studies (Müller-Dahlhaus and  Vlachos, 2013). For example, in  animal  studies, plasticity is 
induced  following  selective  stimulation  of one  or several  presynaptic, usually excitatory, neurons 
(Raymond, 2007). In  contrast, TMS depolarizes large  populations of both  excitatory and 
inhibitory neurons at the  pre- and  postsynaptic level  (Di  Lazzaro  and  Ziemann, 2013), meaning 
that TMS may induce  plasticity in  both  excitatory and  inhibitory neural  populations (Chung  et al., 
2016; McAllister et al., 2009). Methods that bridge  micro-, meso-, and  macroscale  plasticity and 
can  study multiple  neural  populations are  therefore  needed  to  better establish  the  cellular and 
molecular mechanisms of TMS-induced  plasticity. The  development of animal  (Funke  and 
Benali, 2011) and  hippocampal  cell  culture  (Vlachos et al., 2012) preparations for studying  TMS 
have  allowed  more  precise  assessments of the  specific neural  populations altered  by 
stimulation, and  the  molecular mechanisms underlying  these  changes. However, it is difficult to 
reproduce  equivalent spatial  distributions of electric fields across scales, since  TMS typically 
stimulates large  sections of the  brain, if not the  whole  body, of smaller animals like  rodents 
(Tang  et al., 2015). 
 
The  lack of a  strong  mechanistic understanding  of TMS-induced  plasticity at the  level  of neural 
populations likely contributes to  the  second  major challenge  for the  field: the  large  interindividual 
variability in  response  to  TMS plasticity paradigms. Recent studies have  demonstrated  that only 
~50% of participants show the  expected  plasticity effects following  a  particular stimulation 
protocol  (Hamada  et al., 2013; Hinder et al., 2014; López-Alonso  et al., 2014; Maeda  et al., 
2000; Müller-Dahlhaus et al., 2008). For example, only 50% of the  participants in  (Hamada  et 
al., 2013) showed  the  expected  increase  in  MEP amplitude  after iTBS in  the  motor cortex . Such 
variability extends to  behavioral  (Nicolo  et al., 2015) and  clinical  outcomes (Lefaucheur et al., 
2014) of TMS, and  severely limits the  reliability and  hence  usefulness of TMS as an 
experimental  and  clinical  tool.  
 
The  reasons for this interindividual  variability remain  unclear but several  factors likely contribute, 
including  the  state  of the  cortex (e.g. engaged  in  a  conscious task, following  a  muscle 
contraction), age, sex, genetics, neurotransmitter and  receptor variation, connectivity of the 
stimulated  region, position  of the  coil  relative  to  the  target population, geometry of the  head, and 
the  neural  population  stimulated  by TMS (see  Ridding  and  Ziemann, 2010). Another factor that 
is likely key, but has received  surprisingly little  attention, is the  choice  of stimulation  protocol  and 
parameters (Goldsworthy et al., 2012). Taking  TBS as an  example, the  number of possible 
stimulation  protocols is enormous, with  freedom to  independently set: (i) the  frequency of burst 
stimulation; (ii) the  burst interval; (iii) the  number of pulses within  a  burst; (iv) the  number of 
pulses in  a  session; and  (v) the  intensity of stimulation  (pulse  amplitude  and  duration). However, 
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nearly all  TBS studies have  used  50  Hz bursts at 5  Hz intervals for 600  pulses at 80% of active 
motor threshold  (Chung  et al., 2016). While  the  repeated  use  of these  ‘standard’  parameters 
likely reflects a  desire  to  use  protocols that have  been  shown  to  induce  plasticity and  have 
demonstrated  safety, the  few studies that have  altered  either frequency (Goldsworthy et al., 
2012), pulse  number (Gamboa  et al., 2010; Gentner et al., 2008), or intensity (Doeltgen  and 
Ridding, 2011) have  observed  nonlinear relationships between  parameter changes and 
plasticity. Such  findings highlight the  difficulty of searching  the  parameter space  experimentally, 
without an  underlying  theory to  guide  parameter selection. Given  the  large  interindividual 
variability in  plasticity following  TBS (Hamada  et al., 2013), it is also  possible  that the  optimal 
frequency of stimulation  might depend  on  factors specific to  individual  participants or certain 
brain  regions, such  as the  resonant frequency of ongoing  neural  oscillations (Klimesch  et al., 
2003) or strengths of connections between  regions (Sethi  et al., 2017). Methods that are  able  to 
guide  parameter selection  are  thus needed  to  reduce  the  dimensionality of this problem. 
  
Finally, it is unclear how results from TMS studies in  the  motor cortex translate  to  non-motor 
regions which  have  no  output equivalent to  the  MEP. The  combination  of rTMS with 
neuroimaging  methods such  as electroencephalography (EEG) (Chung  et al., 2015; Rogasch 
and  Fitzgerald, 2013; Thut and  Pascual-Leone, 2010) and  magnetic resonance  imaging  (MRI) 
(Sale  et al., 2015) has helped  to  address this issue, however the  relationship  between  EEG 
activity, hemodynamics measured  with  functional  MRI, and  MEPs remains unresolved. 
Interestingly, neuroimaging  studies have  demonstrated  that TMS not only induces changes in 
the  stimulated  region, but also  across extended  regions of the  brain  (Cocchi  et al., 2015). 
Furthermore, identical  stimulation  to  different regions can  result in  opposite  outcomes, with 
stimulation  increasing  functional  connectivity at one  region, but decreasing  functional 
connectivity at another (Cocchi  et al., 2016; Eldaief et al., 2011). In  order to  unify the  disparate 
results obtained  from different brain  regions using  different measurement modalities, we 
urgently require  a  framework that structures our results and  understanding  in  terms of putative 
physiological  mechanisms. 
  
5. Mathematical modeling and neural plasticity  
 
Biophysically-based  models aim to  explain  and  predict data  in  terms of underlying  physiological 
mechanisms. Computers are  used  to  simulate  the  models of the  neurophysiology, treating  them 
as forward  models to  yield  predictions of the  data  that can  then  be  measured  experimentally. 
Conversely, given  experimental  data, the  models can  be  inverted  to  infer model  parameters 
(which  putatively correspond  directly to  physiological  quantities) that best explain  the  data. In 
this way, mathematical  models of the  brain  act as a  bridge  between  experimental  data, which 
are  indirect measurements of the  brain, and  their generative, unobserved  neurophysiological 
mechanisms. 
 
Mathematical  models of the  brain  can  be  formulated  at multiple  levels of description, from the 
microscopic scale  of single  neurons, through  to  the  interplay of macroscopic neural  elements to 
produce  complex patterns of whole  brain  dynamics (Breakspear, 2017; Deco  et al., 2008). The 
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appropriate  level  of description  to  include  in  any model  depends on  the  question  of interest and 
scale  of analysis. Including  too  much  complexity may lead  to  an  under-constrained  model  that 
could  fit any phenomenon, but simplifying  too  much  may obscure  phenomena  of interest. In 
humans, for example, neural  activity is most commonly measured  at the  macroscale, e.g., using 
MRI or EEG, with  data  reflecting  the  combined  activity of extended  populations of neurons. For 
data  at this macroscopic scale, rather than  explicitly simulating  an  incredibly complicated  and 
under-constrained  model  of the  activity of billions of individual  neurons, it is more  appropriate  to 
reduce  large  populations of spiking  neurons to  their collective  properties (e.g., the  mean  firing 
rate  of neurons in  each  population). This approach  to  macroscopic brain  modeling  is appropriate 
for the  electrical  stimulation  of the  brain  by externally applied  fields such  as TMS, which 
stimulates bulk populations of neurons. 
 
Mean field models are  a  class of models appropriate  for describing  the  macroscopic scale  of 
large  populations of neuron  distributed  across space. Spatially distributed  populations of 
neurons form the  basic elements of these  models, with  equations governing  how overall 
properties of these  populations evolve  through  local  dynamics and  interactions with  other 
populations, for example  (Deco  et al., 2008). Neural field models take  into  account the 
continuous spatial  extent of the  brain  and  can, for example, capture  propagation  of waves 
across the  cortex (Jirsa  and  Haken, 1996; Robinson  et al., 2001). A simplification  yields neural 
mass models, where  each  neural  population  is represented  as a  single  number (the  mean  of the 
neurons in  that population). Neural  masses at different locations can  be  linked  together, but this 
must be  done  in  a  way that is robust to  finer discretization. Model  equations and  their 
parameters encapsulate  interpretable  (and  often  directly or indirectly biologically measurable) 
mechanisms considered  appropriate  for capturing  the  phenomenon  of interest, such  as 
interaction  parameters that control  the  interplay of different populations (such  as inhibition  by 
inhibitory interneurons). Once  constructed, models can  be  analyzed  mathematically, or 
simulated  numerically with  a  computer to  fit experimental  data  and  generate  predictions to  guide 
future  experiments (Bojak and  Liley, 2010; Deco  et al., 2008; Jirsa  and  Haken, 1996; Nunez, 
1974; Robinson, 2005; Robinson  et al., 2005, 1997; Steyn-Ross et al., 2009). 
 
Mean  field  models have  proved  successful  in  interpreting  diverse  biophysical  phenomena, 
including  the  sleep-wake  transition  (Phillips and  Robinson, 2007; Steyn-Ross et al., 2005), EEG 
spectra  from 0.1  - 100  Hz (Robinson  et al., 2001; Wright and  Liley, 1996), evoked  potentials 
such  as sensory event-related  potentials (Rennie  et al., 2002), epileptic seizures (Kramer et al., 
2005; Robinson  et al., 2002), low frequency spontaneous fluctuations of the  blood  oxygenation 
level-dependent signal  recorded  with  MRI (Steyn-Ross et al., 2009), and  visual  hallucinations 
under migraine  (Henke  et al., 2014a, 2014b). Artificially altered  brain  states such  as general 
anesthesia  have  also  been  modeled  successfully (Bojak and  Liley, 2005; Wilson  et al., 2006).  
 
Figure  1  shows some  examples of coupled  neuronal  population  models, including: (a) a  single 
population  of cortical  excitatory neurons (Robinson, 2011), (b) a  coupled  population  of excitatory 
and  inhibitory cortical  neurons (Fung  et al., 2013), and  (c) a  corticothalamic model  including 
excitatory and  inhibitory cortical  neurons with  populations of thalamic reticular and 
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thalamocortical  relay neurons. All  can  be  stimulated  with  TMS protocols by adding  in  a  ‘TMS’ 
population  with  a  given  rate  of firing  as a  function  of time, as shown  here, or with  other forms of 
stimulation.  
 

 
Figure 1. Schematic representations of three examples of neuronal populations and their 
interactions that can be numerically simulated using biophysical models. A A single population 
of cortical excitatory neurons, e,  driven by an external TMS stimulus. B Coupled excitatory, e, 
and inhibitory, i,  cortical neuronal populations. C Coupled cortical (excitatory, e,  and inhibitory, i, 
neurons) and thalamic (reticular, r, and thalamocortical relay, s) neuronal populations, with a 
separate subcortical noise term n which represents sensory input. The progression A - C allows 
phenomena of different complexities to  be captured; for example cortical excitatory-excitatory 
plasticity can be investigated through A; general anesthesia, which involves lengthening 
inhibitory post-synaptic potentials, requires consideration of inhibitory cortical neurons as in B; 
the alpha resonance of the EEG requires thalamic processes to  be added, as in C. In  all three 
cases populations can coupled to  themselves, meaning the future activity of a population is 
directly influenced by its current activity.  
  
We  now consider some  details of mean  field  models. Although  different authors have  used 
different formulations, all  such  models use  mathematical  equations to  describe  the  dynamics of 
populations of neurons and  the  interactions between  them. We  used  the  scheme  of Fig. 1B as 
an  example. Figure  2A shows the  coupled  populations in  more  detail, indicating  some  of the  key 
biophysical  parameters of the  model, including  coupling  strengths between  populations, 𝝂jk 
(which  specify the  strength  of excitation  or inhibition  between  populations), and  timescales, 𝝉j 
(which  set the  intrinsic timescale  of activity for a  population). Setting  these  parameters specifies 
the  model; for example, setting  𝝂ei < 0  specifies inhibition  from population  i→e, setting  𝝂ie > 0 
specifies excitation  from population  e→i, and  increasing  𝝉e increases the  response  timescale  for 
the  excitatory population, e. Neuronal  populations are  represented  by the  mean  cell  body 
potential  across neurons of the  population, Vi, which  can  simulated  from the  parametrized  set of 
interactions and  time  constants. This mean  membrane  potential  can  be  related  to  the  mean 
firing  rate  through  a  parametrized  sigmoidal  function  (Fig. 2B) (Freeman, 1975). Different 

8 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

https://paperpile.com/c/tL6ALY/x493
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

cortical  or subcortical  regions can  be  considered  as discrete, but connected, neural  populations. 
To  describe  interactions between  these  neural  populations, specific parameters quantify the 
strength  of synaptic coupling, and  the  direction, magnitude, and  time course  of synaptic input to 
each  population  (Fig. 2C). Plasticity can  be  incorporated  phenomenologically through  an 
adaptation  of a  pairwise  spike  timing  dependent plasticity (STDP) window (Bi  and  Poo, 2001) for 
neuronal  populations. STDP requires adaptation  to  capture  spike  triplet interactions (such  as 
two  presynaptic spikes paired  with  one  postsynaptic spike) which  are  important when  firing  rates 
are  high  and  spikes are  close  together (Pfister and  Gerstner, 2006). Since  several  hundred 
presynaptic spikes typically occur in  the  integration  time  for a  cortical  neuron  to  produce  a 
postsynaptic spike, population  based  approaches to  plasticity are  particularly suitable  (Deco  et 
al., 2008). 
 
More  detailed  approaches have  been  developed  to  include  calcium-dependent plasticity (CaDP) 
(Graupner and  Brunel, 2010). CaDP theory (Shouval  et al., 2002) describes cellular calcium 
dynamics and  its effects on  synaptic strength. The  calcium concentration  levels resulting  in 
depression  or potentiation  are  described  through  the  Ω function  (Fig. 2D): Ω<0.5  gives LTD; 
Ω>0.5  gives LTP. CaDP theory has been  incorporated  into  mean  field   models (Fung and 
Robinson, 2014),(Huang  et al., 2011). Calcium influx into  postsynaptic dendritic spines through 
NMDA receptors is dependent on  both  glutamate  release  due  to  presynaptic activity and 
postsynaptic voltage, so  CaDP provides a  microscopic link between  the  activity of pre- and 
postsynaptic populations of cells. The  theory has been  further expanded  to  include  a 
Bienenstock-Cooper-Munro  (BCM) metaplasticity scheme  (Fung  and  Robinson, 2014). Here, 
activity-dependent changes in  NMDA receptor calcium conductance  are  assumed  to  underlie 
metaplasticity; previously high  plasticity induction  reduces calcium conductance  and  favors LTD, 
while  previously low induction  increases conductance  favoring  LTP (Bienenstock et al., 1982). 
As such, the  metaplasticity scheme  operates as an  activity-dependent sliding  window, similar to 
the  BCM postulate, meaning  that the  requirements for inducing  plasticity depend  on  the  history 
of plasticity induction.  
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Figure 2. Three examples of how physiological relationships can be approximated in models of 
macroscale brain activity. (A) Populations of the model of Fig. 1B, annotated with some relevant 
parameters, including coupling strengths between populations, 𝝂jk, timescales, 𝝉j, and cell body 
potentials, Vj. (B) The relationship between mean cell body (membrane) potential Vj and mean 
firing rate within a neural population can be described with a sigmoid function (Freeman, 1975). 
(C) Changes in membrane potential Ve across time resulting from a single input of an excitatory 
population synapsing onto dendritic excitatory receptors (black line), and an inhibitory 
population synapsing onto dendritic GABA A  (red) and GABA B (blue) receptors. The amplitude of 
the change in membrane potential has been scaled to  illustrate differences in peak change 
between receptor types. The GABA A and GABA B curves describe the dynamics of the inhibitory 
connections i→e and i→i of part (A); the excitatory curve describes the dynamics of the 
excitatory connections e→e and e→i.  (D) The Ω synaptic plasticity function codes the direction 
of change of synaptic strengths νee. Neural firing results in calcium influx to  the cell, the 
concentration of which determines whether synaptic strength decreases (Ω < 0.5; LTD) or 
increases (Ω > 0.5; LTP). 
 
6. Modeling of TMS plasticity paradigms 
 
The  models considered  above  provide  useful  tools for understanding  the  effects of TMS on 
plasticity. We  now consider in  more  detail  how such  models have  been  applied, specifically to 
rTMS, TBS, and  then  PAS. The  model  results are  compared  to  experiments in  each  case. We 
then  show how modeling  can  provide  insights to  guide  experimental  design  and  interpretation  of 
the  results of TMS protocols. 
 
The  rTMS paradigm has been  studied  with  models of STDP (Fung  et al., 2013) and  CaDP 
(Fung  and  Robinson, 2013). In  these  models, changes in  synaptic coupling  between  excitatory 
populations were  used  to  estimate  the  TMS-induced  change  in  cortical  excitability, measured 
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experimentally as MEPs. Results obtained  using  a  CaDP model  are  summarized  in  Fig. 3A for 
one-second  pulse  trains. Low frequencies (<8  Hz) resulted  in  little  change  in  synaptic weight, 
higher frequencies (8-14  Hz) resulted  in  LTD, while  yet higher frequencies (>14  Hz) gave  very 
strong  LTP. Human  rTMS studies generally show LTD-like  effects at 1  Hz and  LTP-like  effects 
above  5  Hz. The  model  has reproduced  the  general  pattern  of LTD at low and  LTP at high 
frequencies, but the  frequency ranges are  not correct (Fitzgerald  et al., 2006). It remains 
unclear whether using  stimulation  paradigms that more  closely resemble  those  used  in  human 
experiments (e.g., 5  Hz stimulation  with  5  s on  and  25  s off over 1500  pulses), or including  a 
metaplasticity scheme  (Fung  and  Robinson, 2014), would  alter these  results.  
 
Theta  burst stimulation  protocols were  considered  from a  theoretical  perspective  by Huang  et al. 
(Huang  et al., 2011). They proposed  a  model  of plasticity based  on  ‘facilitatory’  and  ‘inhibitory’ 
agents. Both  were  driven  by postsynaptic calcium concentration; however, the  former depended 
upon  the  rate of increase  of calcium while  the  latter depended  on  the  accumulated 
concentration  of calcium. Many of the  canonical  TBS results could  be  explained  in  this manner; 
cTBS (600  pulses) was ultimately depressive  due  to  the  accumulation  of postsynaptic calcium, 
but iTBS was potentiating  since  the  breaks in  pulses allowed  for calcium levels to  decay 
between  bursts. Other phenomena  were  also  captured  –  for example  a  300  pulse  cTBS protocol 
without prior muscle  contraction  did  not produce  enough  calcium for the  inhibitory effects to 
dominate  and  was hence  potentiating, but with  prior muscle  contraction  the  calcium level  was 
driven  to  higher levels and  the  protocol  became  potentiating. This last result, the  effect of 
previous activity, is an  example  of metaplasticity. However, the  model  failed  to  capture  other 
notable  TBS results, for example  the  switch  in  plasticity direction  for cTBS (from LTD to  LTP) 
and  iTBS (from LTP to  LTD) when  a  600  pulse  protocol  was extended  to  1200  pulses (Gamboa 
et al., 2010). 
 
Neural  masses have  also  been  used  to  model  the  TBS paradigm (Fung  and  Robinson, 2014). 
CaDP, with  the  addition  of metaplasticity in  a  BCM scheme, was included  to  show that a 
biophysically detailed  plasticity model  can  reproduce  the  effects of TBS. A single  excitatory 
population  of cells was modeled  (as in  Fig. 1A), and  the  plasticity response  (calculated  as the 
change  in  synaptic coupling  between  excitatory populations, Δs) for the  canonical  cTBS and 
iTBS protocols (Huang  et al., 2005) was simulated. The  model  predicted  the  canonical  LTD and 
LTP for cTBS and  iTBS, respectively (Fig. 3B). Of particular importance  was the  predicted 
dependence  of the  plasticity response  on  the  number of pulses in  the  protocol. Either doubling 
or halving  the  number of pulses reversed  the  TBS outcome, with  cTBS resulting  in  LTP and 
iTBS resulting  in  LTD, also  consistent with  experimental  findings (Gamboa  et al., 2010; Gentner 
et al., 2008). Furthermore, reducing  TMS activation  of the  excitatory population  also  reversed 
the  excitability change  following  both  iTBS and  cTBS. This pattern  is consistent with  the  finding 
in  humans that differences in  activation  of excitatory and  interneuron  populations by the  TMS 
pulse  (e.g., differences in  MEP latency following  stimulation  with  anterior-posterior current flow) 
are  tightly correlated  with  the  resulting  TBS outcome  (Hamada  et al., 2013). The 
increase/decrease  in  excitability following  iTBS/cTBS has also  been  replicated  using  extended 
CaDP (Wilson  et al., 2016) and  STDP models (Wilson  et al., 2014) incorporating  both  an 
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excitatory and  inhibitory population  of cells (as in  Fig. 1B), and  including  realistic synaptic 
response  times for both  GABAA and  GABAB  receptors as in  Fig. 2C. Results from the  STDP 
model  were  close  to  predictions from a  model  including  only CaDP, indicating  realistic STDP 
windows can  be  recovered  from CaDP predictions (Wilson  et al., 2016). 

 
Figure 3: Plasticity effects  of different TMS paradigms predicted by a single excitatory 
population CaDP model. A The effect of rTMS frequency on change in synaptic coupling 
between excitatory populations (Δs).  B The effect of iTBS and cTBS  on excitatory synaptic 
coupling. C The effect of interstimulus interval during PAS on the change in excitatory synaptic 
coupling (solid line). The circles and error bars represent changes in MEP amplitude from 
human participants (Wolters et al., 2003). A and C are taken from (Fung and Robinson, 2013) 
with permission. 
 
PAS has been  modeled  using  CaDP (Fung  and  Robinson, 2013). The  plasticity at different 
interstimulus intervals (ISI) was calculated  for a  single  population  of excitatory cells (Fig. 1A). 
This model  predicted  depression  for ISI between  approximately -20  to  0  ms (negative  times 
meaning  that the  TMS pulse  occurred  before  the  nerve  stimulus arrived), potentiation  for ISI 
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between  approximately 0  and  10  ms, and  a  second  small  depressive  window for longer ISI, from 
about 10  to  30  ms, roughly in  agreement with  experiment (Bi  and  Poo, 2001; Graupner and 
Brunel, 2010). The  predictions are  shown  in  Fig. 3C. Taken  together, these  findings 
demonstrate  that mean  field  models incorporating  CaDP are  capable  of reproducing  the  main 
patterns of excitability change  following  all  three  major TMS plasticity paradigms. These  results 
provide  evidence  for CaDP being  a  key mechanism of macroscale  TMS-induced  plasticity. 
  
7. Understanding interindividual variability and model-based optimization of stimulation 
parameters 
 
One  of the  major factors limiting  the  practical  use  of TMS plasticity paradigms is the  large 
interindividual  variability in  response. Modeling  approaches, which  allow experimental  results to 
be  interpreted  in  terms of inferred  neurophysiological  parameters, may be  able  to  provide  new 
insights into  the  reasons behind  these  broad  interindividual  responses to  TMS and  thereby help 
inform the  design  of future  experiments.  
 
As an  example, the  CaDP model  of TBS with  metaplasticity has been  used  to  simulate  synaptic 
strength  over time  following  iTBS and  cTBS protocols, as shown  in  Fig. 4. Results show that the 
change  in  synaptic strength  following  a  protocol  depends upon  the  duration  of the  protocol. This 
dependency arises in  the  model  as a  result of the  interplay between  calcium concentration, 
plasticity signaling, and  metaplasticity, giving  rise  to  an  oscillatory behavior, with  the  direction  of 
change  in  synaptic coupling  dependent on  the  concentration  at the  end  of stimulation  (Fung  and 
Robinson, 2014). The  implication  of this finding  is that both iTBS and  cTBS are  capable  of 
producing  increases and decreases in  cortical  excitability depending  on  the  length  of 
stimulation. Furthermore, the  phase  of the  calcium oscillation  during  stimulation  is shifted  by 
altering  the  level  of TMS activation  on  the  excitatory population  (Fung  and  Robinson, 2014). As 
such, the  number of pulses required  for an  increase/decrease  in  excitability following  iTBS/cTBS 
may differ between  individuals depending  on  how TMS interacts with  excitatory cortical 
populations. This may be  due  to  the  differences in  structure  of brain  convolutions or genetic 
differences in  physiology between  individuals, with  the  same  applied  field  strength  and  pattern 
activating  slightly different groups of neurons. These  results suggest that differences in  the 
response  to  TBS between  individuals can  be  minimized  by adequately adjusting  either the 
number of pulses given, or the  TMS intensity for the  individual. It is possible  that by identifying 
and  understanding  the  elements of physiology that most affect TMS response, we  may be  able 
to  build  personalized  models, and  use  these  models to  tailor clinical  treatments.  
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Figure 4. Predicted change in synaptic strength as a result of oscillations in calcium 
concentration during cTBS (top) and iTBS (bottom). Vertical axes indicate the synaptic strength 
attained (relative to  the initial strength) if the stimulation protocol is ceased at the point in time 
indicated on the horizontal axis. Arrows indicate the change in excitability for different numbers 
of pulses. Following the standard 600 -pulse protocol, the canonical decrease/increase in 
excitability with cTBS/iTBS  is predicted by the model. However, for 300 pulses and 1200 pulses, 
the model predicts a reversal of the above pattern. Figure taken from  (Fung and Robinson, 
2014) with permission. 
 
Additionally, modeling  can  be  used  to  explore  the  vast stimulation  parameter space  to  inform 
optimization  of TMS paradigms. A benefit of capturing  the  relevant physiological  dynamics and 
interactions in  a  model  is that alterations in  parameters can  be  simulated  numerically, without 
the  need  to  perform costly experiments. This is of particular use  for protocols like  TBS, where 
the  vast parameter space  defining  myriad  combinations of stimulation  timing  and  strength 
remains mostly unexplored, but can  be  simulated  straightforwardly (Wilson  et al., 2016, 2014).  
 
Figure  5  shows the  predicted  change  in  MEP strength  after 600  pulses of close-to-threshold 
cTBS (part A), and  iTBS (2  s ‘ON’  time, 8  s ‘OFF’  time, part B) for a  wide  range  of different 
interburst (theta) stimulation  frequencies, intraburst (gamma) frequencies, and  pulses-per-burst 
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applied  to  the  neuronal  model  of (Wilson  et al., 2016) (Fig. 1B). The  canonical  cTBS and  iTBS 
protocols (Huang  et al., 2005) are  part of this set; they are  shown  by the  crosses in  Fig. 5. It is 
clear that an  increase  in  intraburst stimulation  frequency generally leads to  an  increase  in 
potentiation. Likewise, higher numbers of pulses per burst favor LTP over LTD. The  effect of 
interburst (theta) frequency is more  subtle; for cTBS at lower theta  frequencies increasing 
stimulation  rate  favors LTD over LTP, but at high  theta  frequencies and  for iTBS the  potentiation 
is not greatly dependent on  stimulation  rate.  
 
The  results demonstrate  the  ease  with  which  constrained  models of candidate 
neurophysiological  mechanisms can  generate  predictions about the  results of new experiments, 
in  this case  helping  the  experimenter to  understand  the  impact of stimulation  timing  parameters 
for TBS. The  impact of such  predictions could  be  important for selecting  optimal  stimulation 
settings for addressing  a  given  scientific question, or to  obtaining  the  maximal  treatment 
response; issues that cannot currently be  addressed  systematically from first principles. An 
important next step  will  involve  testing  these  model  predictions using  human  experiments. 
 

 
 
Figure 5: Estimated change in excitatory-excitatory synaptic strength (CaDP with BCM 
metaplasticity; coupled excitatory and inhibitory populations) for continuous bursting (A) and 
intermittent bursting (B) protocols. Parts (A) and (B) both show the relative change in synaptic 
coupling (0 = no change, positive values shown as green-yellow = LTP, negative values shown 
as blue = LTD) immediately after 600 pulses of close-to-threshold TBS versus three variables: 
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1. The interburst (theta) stimulating frequency (1 - 10 Hz, on the vertical axis); 2. The number of 
pulses in a burst (1 - 8, on the horizontal axis); and 3. The intraburst stimulation frequency (20 - 
95 Hz, indicated above each set of axes). The solid black contours denote the boundary 
between LTD and LTP . The ‘X’ symbols in parts (A) and (B) denote respectively the cTBS and 
iTBS protocols of (Huang et al., 2005).  
 
8. Generalizing TMS outcomes across modalities and cortical regions, and other future 
directions 

  
Mean  field  models incorporating  excitatory and  inhibitory cortical  populations have  successfully 
described  TMS plasticity effects observed  in  human  motor cortex, using  synaptic coupling 
strength  as an  analog  for MEP amplitude. However, MEP formation  is complicated, reflecting 
polysynaptic connections between  cortical, corticospinal, and  motor neurons (Ziemann  et al., 
2015). Indeed, changes in  synaptic properties at the  spinal  level  may contribute  to  MEP 
changes following  rTMS (Perez et al., 2005; Quartarone  et al., 2005). Future  models should 
include  spinal  and  motor neuron  populations to  more  accurately capture the  effect of TMS on 
the  corticospinal  system. Encouragingly, mean  field  models can  also  capture  other TMS 
phenomena, such  as short-interval  cortical  inhibition  and  intracortical  facilitation  following  paired 
pulse  paradigms (Wilson  et al., 2014). More  detailed  models considering  many discrete  neurons 
in  multiple  layers are  also  able  to  capture  these  paired-pulse  phenomena  (Esser et al., 2005; 
Rusu  et al., 2014), but at the  cost of an  increase  in  model  complexity.  
 
If a  model  of a  neural  system is a  good  approximation  to  the  true  biology, then  it should  be  able 
to  describe  multiple  phenomena  with  the  same  biophysically constrained  parameters. Values for 
model  parameters can  be  found  either from experiments that measure  them directly or by 
finding  appropriate  ranges that reproduce  known  effects. A good  model  must be  able  to 
generate  predictions beyond  the  data  used  to  constrain  it. Mean  field  models, such  as those 
described  in  this work, are  capable  of reproducing  not just experimental  results of TMS, but also 
a  wide  range  of experimental  phenomena, including  oscillatory and  evoked  EEG activity 
(Rennie  et al., 2002; Robinson  et al., 2001), and  slower hemodynamic oscillations measured 
with  functional  MRI (Steyn-Ross et al., 2009); these  results can  be  used  to  further constrain 
model  parameters. 
 
TMS plasticity paradigms are  often  administered  outside  the  motor system in  cognitive  and 
clinical  applications where  MEP measures are  not possible  and  neuroimaging  methods, such  as 
EEG and  fMRI, are  increasingly used  to  assess how TMS alters neural  activity in  these 
non-motor regions (Sale  et al., 2015; Thut and  Pascual-Leone, 2010). Important future  work will 
be  to  assess whether population  models are  capable  of capturing  TMS-induced  changes in 
oscillations, event-related  potentials, and  hemodynamic oscillations.  
 
Recent plasticity modeling  with  neural  masses (Fung  and  Robinson, 2014; Wilson  et al., 2016) 
has concentrated  on  the  cortex alone. However, the  thalamocortical  system (Fig. 1C) is 
important for EEG dynamics, due  to  resonances in  the  thalamocortical  feedback loop. Plasticity 
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modeling  may therefore  be  expanded  to  incorporate  such  dynamics in  the  future. As such, 
mean  field  models offer a  unique  opportunity to  better understand  the  neural  mechanisms 
driving  TMS-induced  changes in  local  cortical  circuits outside  of the  motor system, and  the 
impact of these  changes across broader neural  networks. 
 
There  are  many unresolved  factors regarding  the  interaction  of magnetic pulses with  the  brain. 
The  electric field  induced  in  the  brain  by a  TMS pulse  can  readily be  modeled  with  finite  element 
models with  varying  degrees of complexity, from simple  geometries (Tang  et al., 2016), through 
to  folded  human  brain  geometries extracted  from MRI (Opitz et al., 2013) with  the  simNIBS tool 
(www.simnibs.de). In  simple  geometries, analytical  calculations may be  sufficient (Pashut et al., 
2014), although  how this field  stimulates neurons is not yet fully known. This is of critical 
importance  for modeling  and  interpreting  TMS effects. A simple  assumption  is that the  electric 
field  gradient along  a  long  axon  triggers an  action  potential  through  buildup  of transmembrane 
voltage  (Roth  and  Basser, 1990).  More  detailed  approaches use  compartmental  models for 
evaluation  of the  effect of the  electric field  on  neural  geometries and  tracts (De  Geeter et al., 
2012; Pashut et al., 2011); these  could  be  easily incorporated  into  a  comprehensive  modeling 
architecture, such  as that outlined  in  Figure  6.  
 

 
 
Figure 6. The stages of a comprehensive modeling architecture. Stimulation with a given coil 
and current profile induces an electric field, which can be determined with an electromagnetic 
model. This electric field then causes changes in neural activation and behavior at a network 
level. This network activity then induces changes in the network, through a variety of possible 
mechanisms, including plasticity, changes in membrane excitability and gene expression. 
Finally, the altered activity can be mapped with appropriate models to  measurable quantities 
such as EEG and MEP.  
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Furthermore, while  this work has discussed  only plasticity, other mechanisms are  likely to 
contribute  to  changes in  neural  activity following  TMS. For instance, TMS-induced  changes in 
membrane  excitability (Pell  et al., 2011) or the  expression  of biochemicals such  as brain-derived 
neurotrophic factor (Gersner et al., 2011) could  also  influence  plasticity and  neural  activity. 
Finally, this approach  could  be  applied  to  other plasticity-inducing  brain  stimulation  paradigms, 
such  as transcranial  direct current stimulation  (Bestmann  et al., 2015; Hämmerer et al., 2016). 
By incorporating  these  factors we  aim to  generate  a  powerful  modeling  framework in  which 
brain  stimulation  can  be  systematically investigated  and  interpreted. 
 
9. Summary 

  
Understanding  the  mechanisms of TMS in  humans is complicated  by an  interplay of  different 
spatial  and  temporal  scales. Neural  plasticity and  other possible  drivers of TMS-induced  effects 
occur at a  microscopic scale, yet stimulation  and  measurement are  made  macroscopically. 
There  is considerable  variation  in  experimental  results, since  many of the  key parameters, such 
as the  initial  cortical  activity, are  poorly controlled  and  differ between  individuals. Moreover, the 
range  of possible  stimulating  protocols is vast, but the  range  is mostly unexplored 
experimentally, with  cTBS and  iTBS protocols having  dominated  recent research. Mathematical 
modeling  of the  relevant physiology allows rapid  evaluation  of the  effects of many paradigms 
and  differing  physiological  states, and  to  explore  the  effects of microscopic changes on 
macroscopic outputs without the  cost and  time  demands of experiment. We  argue  that the  early 
modeling  studies presented  here  hold  great promise  for providing  a  much  needed  theoretical 
framework with  which  to  unify many diverse  experimental  findings and  address many of the 
outstanding  problems in  the  field. 
 
Despite  its transformative  potential, TMS modeling  is nascent. While  the  current models of 
TMS-induced  plasticity have  qualitatively captured  several  group-level  findings following 
paradigms such  as PAS and  TBS, it remains to  be  seen  whether these  models can  predict 
unobserved  experimental  findings, either at the  group  or individual  level  (e.g., the  effect of 
changing  the  frequency of stimulation  in  TBS). An  important next step  is to  design  experiments 
that will  directly test model  predictions of unknown  TMS parameters in  order to  assess the 
biophysical  validity of these  models. A goal  for neural  modeling  is to  design  a  general  model 
capable  of capturing  a  broad  range  of observed  neural  phenomena  (e.g., neural  oscillations, 
changes in  brain  states, event-related  potentials). In  order to  test the  generalizability of the 
plasticity models, future  work will  need  to  extend  the  current TMS plasticity models to 
incorporate  spatial  dynamics across cortical  and  subcortical  regions (e.g., Fig. 1C). Continued 
development of models of TMS plasticity will  enable  closer integration  between  experimental 
and  theoretical  work to  guide  the  field  and  unify diverse  experimental  findings in  terms of 
underlying  mechanisms. 

 
 
 
 

18 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

https://paperpile.com/c/tL6ALY/ftJS+jJRH
https://paperpile.com/c/tL6ALY/8cH9
https://paperpile.com/c/tL6ALY/KfzC
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

Acknowledgments 
 
This work was supported  by the  Australian  Research  Council  via  the  Center of Excellence  for 
Integrative  Brain  Function  (Grant CE140100007; PAR), Laureate  Fellowship  Grant 
(FL1401000225; PAR) and  Future  Fellowship  (FT130100589; AF), and  the  National  Health  and 
Medical  Research  Council  of Australia  via  a  Project Grant (1104580; AF & NCR), and 
Fellowship  (1072057; NCR). 
 
 
  

19 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

References 

Abraham, W.C., 2008. Metaplasticity: tuning  synapses and  networks for plasticity. Nat. Rev. 
Neurosci. 9, 387. doi:10.1038/nrn2356 

Bestmann, S., de  Berker, A.O., Bonaiuto, J., 2015. Understanding  the  behavioural 
consequences of noninvasive  brain  stimulation. Trends Cogn. Sci. 19, 13–20. 
doi:10.1016/j.tics.2014.10.003 

Bienenstock, E.L., Cooper, L.N., Munro, P.W., 1982. Theory for the  development of neuron 
selectivity: orientation  specificity and  binocular interaction  in  visual  cortex. J. Neurosci. 2, 
32–48. 

Bi, G., Poo, M., 2001. Synaptic modification  by correlated  activity: Hebb’s postulate  revisited. 
Annu. Rev. Neurosci. 24, 139–166. doi:10.1146/annurev.neuro.24.1.139 

Bojak, I., Liley, D.T.J., 2010. Axonal  velocity distributions in  neural  field  equations. PLoS 
Comput. Biol. 6, e1000653. doi:10.1371/journal.pcbi.1000653 

Bojak, I., Liley, D.T.J., 2005. Modeling  the  effects of anesthesia  on  the  electroencephalogram. 
Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 71, 041902. doi:10.1103/PhysRevE.71.041902 

Breakspear, M., 2017. Dynamic models of large-scale  brain  activity. Nat. Neurosci. 20, 
340–352. doi:10.1038/nn.4497 

Chung, S.W., Hill, A.T., Rogasch, N.C., Hoy, K.E., Fitzgerald, P.B., 2016. Use  of theta-burst 
stimulation  in  changing  excitability of motor cortex: A systematic review and  meta-analysis. 
Neurosci. Biobehav. Rev. 63, 43–64. doi:10.1016/j.neubiorev.2016.01.008 

Chung, S.W., Rogasch, N.C., Hoy, K.E., Fitzgerald, P.B., 2015. Measuring  Brain  Stimulation 
Induced  Changes in  Cortical  Properties Using  TMS-EEG. Brain  Stimul. 8, 1010–1020. 
doi:10.1016/j.brs.2015.07.029 

Cocchi, L., Sale, M.V., L  Gollo, L., Bell, P.T., Nguyen, V.T., Zalesky, A., Breakspear, M., 
Mattingley, J.B., 2016. A hierarchy of timescales explains distinct effects of local  inhibition 
of primary visual  cortex and  frontal  eye  fields. Elife  5. doi:10.7554/eLife.15252 

Cocchi, L., Sale, M.V., Lord, A., Zalesky, A., Breakspear, M., Mattingley, J.B., 2015. Dissociable 
effects of local  inhibitory and  excitatory theta-burst stimulation  on  large-scale  brain 
dynamics. J. Neurophysiol. 113, 3375–3385. doi:10.1152/jn.00850.2014 

Cooke, S.F., Bliss, T.V.P., 2006. Plasticity in  the  human  central  nervous system. Brain  129, 
1659–1673. doi:10.1093/brain/awl082 

Dan, Y., Poo, M.-M., 2004. Spike  Timing-Dependent Plasticity of Neural  Circuits. Neuron  44, 
23–30. doi:10.1016/j.neuron.2004.09.007 

Deco, G., Jirsa, V.K., Robinson, P.A., Breakspear, M., Friston, K., 2008. The  dynamic brain: 
from spiking  neurons to  neural  masses and  cortical  fields. PLoS Comput. Biol. 4, e1000092. 
doi:10.1371/journal.pcbi.1000092 

De  Geeter, N., Crevecoeur, G., Dupré, L., Van  Hecke, W., Leemans, A., 2012. A DTI-based 
model  for TMS using  the  independent impedance  method  with  frequency-dependent tissue 
parameters. Phys. Med. Biol. 57, 2169–2188. doi:10.1088/0031-9155/57/8/2169 

Di  Lazzaro, V., Ulf, Z., Lemon, R.N., 2008. State  of the  art: Physiology of transcranial  motor 
cortex stimulation. Brain  Stimul. 1, 345–362. doi:10.1016/j.brs.2008.07.004 

Di  Lazzaro, V., Ziemann, U., 2013. The  contribution  of transcranial  magnetic stimulation  in  the 
functional  evaluation  of microcircuits in  human  motor cortex. Front. Neural  Circuits 7, 18. 
doi:10.3389/fncir.2013.00018 

Doeltgen, S.H., Ridding, M.C., 2011. Low-intensity, short-interval  theta  burst stimulation 
modulates excitatory but not inhibitory motor networks. Clin. Neurophysiol. 122, 
1411–1416. doi:10.1016/j.clinph.2010.12.034 

20 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://paperpile.com/b/tL6ALY/Nd2D
http://dx.doi.org/10.1016/j.neuron.2004.09.007
http://paperpile.com/b/tL6ALY/10eh
http://paperpile.com/b/tL6ALY/DVaM
http://paperpile.com/b/tL6ALY/6JVF
http://dx.doi.org/10.1016/j.brs.2008.07.004
http://paperpile.com/b/tL6ALY/mYPW
http://dx.doi.org/10.1016/j.brs.2015.07.029
http://paperpile.com/b/tL6ALY/Nd2D
http://paperpile.com/b/tL6ALY/0ztf
http://paperpile.com/b/tL6ALY/jnNf
http://paperpile.com/b/tL6ALY/9TTD
http://dx.doi.org/10.1093/brain/awl082
http://paperpile.com/b/tL6ALY/ftJS
http://dx.doi.org/10.1371/journal.pcbi.1000653
http://paperpile.com/b/tL6ALY/mYPW
http://paperpile.com/b/tL6ALY/gkMo
http://paperpile.com/b/tL6ALY/XWRL
http://dx.doi.org/10.1371/journal.pcbi.1000092
http://dx.doi.org/10.1016/j.tics.2014.10.003
http://paperpile.com/b/tL6ALY/ZTFi
http://paperpile.com/b/tL6ALY/jnNf
http://dx.doi.org/10.1103/PhysRevE.71.041902
http://paperpile.com/b/tL6ALY/ftJS
http://paperpile.com/b/tL6ALY/gkMo
http://paperpile.com/b/tL6ALY/U8vQ
http://paperpile.com/b/tL6ALY/JkYM
http://paperpile.com/b/tL6ALY/10eh
http://paperpile.com/b/tL6ALY/gkMo
http://paperpile.com/b/tL6ALY/Kby8
http://paperpile.com/b/tL6ALY/JkYM
http://paperpile.com/b/tL6ALY/ftJS
http://paperpile.com/b/tL6ALY/DVaM
http://paperpile.com/b/tL6ALY/gyCi
http://paperpile.com/b/tL6ALY/0ztf
http://paperpile.com/b/tL6ALY/JkYM
http://paperpile.com/b/tL6ALY/9TTD
http://paperpile.com/b/tL6ALY/hndn
http://dx.doi.org/10.1016/j.clinph.2010.12.034
http://paperpile.com/b/tL6ALY/U8vQ
http://paperpile.com/b/tL6ALY/gyCi
http://dx.doi.org/10.1038/nrn2356
http://paperpile.com/b/tL6ALY/ZTFi
http://paperpile.com/b/tL6ALY/Kby8
http://dx.doi.org/10.1088/0031-9155/57/8/2169
http://dx.doi.org/10.1038/nn.4497
http://dx.doi.org/10.1152/jn.00850.2014
http://dx.doi.org/10.7554/eLife.15252
http://dx.doi.org/10.1016/j.neubiorev.2016.01.008
http://paperpile.com/b/tL6ALY/Nd2D
http://paperpile.com/b/tL6ALY/9TTD
http://paperpile.com/b/tL6ALY/0ztf
http://paperpile.com/b/tL6ALY/XWRL
http://paperpile.com/b/tL6ALY/mYPW
http://paperpile.com/b/tL6ALY/Kby8
http://paperpile.com/b/tL6ALY/pgtZ
http://paperpile.com/b/tL6ALY/hndn
http://dx.doi.org/10.1146/annurev.neuro.24.1.139
http://paperpile.com/b/tL6ALY/6JVF
http://paperpile.com/b/tL6ALY/6JVF
http://paperpile.com/b/tL6ALY/hndn
http://paperpile.com/b/tL6ALY/pgtZ
http://dx.doi.org/10.3389/fncir.2013.00018
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

Eldaief, M.C., Halko, M.A., Buckner, R.L., Pascual-Leone, A., 2011. Transcranial  magnetic 
stimulation  modulates the  brain’s intrinsic activity in  a  frequency-dependent manner. 
Proceedings of the  National  Academy of Sciences 108, 21229–21234. 
doi:10.1073/pnas.1113103109 

Esser, S.K., Hill, S.L., Tononi, G., 2005. Modeling  the  effects of transcranial  magnetic 
stimulation  on  cortical  circuits. J. Neurophysiol. 94, 622–639. doi:10.1152/jn.01230.2004 

Fitzgerald, P.B., Benitez, J., Oxley, T., Daskalakis, J.Z., de  Castella, A.R., Kulkarni, J., 2005. A 
study of the  effects of lorazepam and  dextromethorphan  on  the  response  to  cortical  1  Hz 
repetitive  transcranial  magnetic stimulation. Neuroreport 16, 1525–1528. 

Fitzgerald, P.B., Fountain, S., Daskalakis, Z.J., 2006. A comprehensive  review of the  effects of 
rTMS on  motor cortical  excitability and  inhibition. Clin. Neurophysiol. 117, 2584–2596. 
doi:10.1016/j.clinph.2006.06.712 

Freeman, W.J., 1975. Mass Action  in  the  Nervous System: Examination  of the 
Neurophysiological  Basis of Adaptive  Behavior Through  the  EEG. Walter J Freeman. 

Fung, P.K., Haber, A.L., Robinson, P.A., 2013. Neural  field  theory of plasticity in  the  cerebral 
cortex. J. Theor. Biol. 318, 44–57. doi:10.1016/j.jtbi.2012.09.030 

Fung, P.K., Robinson, P.A., 2014. Neural  field  theory of synaptic metaplasticity with  applications 
to  theta  burst stimulation. J. Theor. Biol. 340, 164–176. doi:10.1016/j.jtbi.2013.09.021 

Fung, P.K., Robinson, P.A., 2013. Neural  field  theory of calcium dependent plasticity with 
applications to  transcranial  magnetic stimulation. J. Theor. Biol. 324, 72–83. 
doi:10.1016/j.jtbi.2013.01.013 

Funke, K., Benali, A., 2011. Modulation  of cortical  inhibition  by rTMS - findings obtained  from 
animal  models. J. Physiol. 589, 4423–4435. doi:10.1113/jphysiol.2011.206573 

Gamboa, O.L., Antal, A., Moliadze, V., Paulus, W., 2010. Simply longer is not better: reversal  of 
theta  burst after-effect with  prolonged  stimulation. Exp. Brain  Res. 204, 181–187. 
doi:10.1007/s00221-010-2293-4 

Gentner, R., Wankerl, K., Reinsberger, C., Zeller, D., Classen, J., 2008. Depression  of human 
corticospinal  excitability induced  by magnetic theta-burst stimulation: evidence  of rapid 
polarity-reversing  metaplasticity. Cereb. Cortex 18, 2046–2053. doi:10.1093/cercor/bhm239 

Gersner, R., Kravetz, E., Feil, J., Pell, G., Zangen, A., 2011. Long-term effects of repetitive 
transcranial  magnetic stimulation  on  markers for neuroplasticity: differential  outcomes in 
anesthetized  and  awake  animals. J. Neurosci. 31, 7521–7526. 
doi:10.1523/JNEUROSCI.6751-10.2011 

Goldsworthy, M.R., Pitcher, J.B., Ridding, M.C., 2012. A comparison  of two  different continuous 
theta  burst stimulation  paradigms applied  to  the  human  primary motor cortex. Clin. 
Neurophysiol. 123, 2256–2263. doi:10.1016/j.clinph.2012.05.001 

Graupner, M., Brunel, N., 2010. Mechanisms of induction  and  maintenance  of spike-timing 
dependent plasticity in  biophysical  synapse  models. Front. Comput. Neurosci. 4. 
doi:10.3389/fncom.2010.00136 

Hallett, M., 2007. Transcranial  magnetic stimulation: a  primer. Neuron  55, 187–199. 
doi:10.1016/j.neuron.2007.06.026 

Hamada, M., Murase, N., Hasan, A., Balaratnam, M., Rothwell, J.C., 2013. The  role  of 
interneuron  networks in  driving  human  motor cortical  plasticity. Cereb. Cortex 23, 
1593–1605. doi:10.1093/cercor/bhs147 

Hämmerer, D., Bonaiuto, J., Klein-Flügge, M., Bikson, M., Bestmann, S., 2016. Selective 
alteration  of human  value  decisions with  medial  frontal  tDCS is predicted  by changes in 
attractor dynamics. Sci. Rep. 6, 25160. doi:10.1038/srep25160 

Henke, H., Robinson, P.A., Drysdale, P.M., 2014a. Spatiotemporally varying  visual 

21 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://paperpile.com/b/tL6ALY/9xfN
http://paperpile.com/b/tL6ALY/tMZy
http://dx.doi.org/10.1073/pnas.1113103109
http://paperpile.com/b/tL6ALY/CFTZ
http://paperpile.com/b/tL6ALY/iybz
http://dx.doi.org/10.1523/JNEUROSCI.6751-10.2011
http://paperpile.com/b/tL6ALY/2TZJ
http://paperpile.com/b/tL6ALY/tMZy
http://paperpile.com/b/tL6ALY/uzOS
http://dx.doi.org/10.3389/fncom.2010.00136
http://paperpile.com/b/tL6ALY/62OM
http://paperpile.com/b/tL6ALY/NLI4
http://dx.doi.org/10.1016/j.jtbi.2013.09.021
http://paperpile.com/b/tL6ALY/KfzC
http://paperpile.com/b/tL6ALY/8dLI
http://paperpile.com/b/tL6ALY/x493
http://dx.doi.org/10.1152/jn.01230.2004
http://paperpile.com/b/tL6ALY/9xfN
http://paperpile.com/b/tL6ALY/0Cgq
http://paperpile.com/b/tL6ALY/9JXW
http://paperpile.com/b/tL6ALY/KfzC
http://paperpile.com/b/tL6ALY/9xfN
http://paperpile.com/b/tL6ALY/19rB
http://paperpile.com/b/tL6ALY/Qn4T
http://paperpile.com/b/tL6ALY/ZBS9
http://paperpile.com/b/tL6ALY/NLI4
http://dx.doi.org/10.1093/cercor/bhm239
http://dx.doi.org/10.1016/j.jtbi.2012.09.030
http://paperpile.com/b/tL6ALY/Qn4T
http://paperpile.com/b/tL6ALY/0Cgq
http://paperpile.com/b/tL6ALY/yqjS
http://paperpile.com/b/tL6ALY/KfzC
http://paperpile.com/b/tL6ALY/CFTZ
http://paperpile.com/b/tL6ALY/8dLI
http://paperpile.com/b/tL6ALY/CFTZ
http://dx.doi.org/10.1007/s00221-010-2293-4
http://paperpile.com/b/tL6ALY/NLI4
http://paperpile.com/b/tL6ALY/tMZy
http://paperpile.com/b/tL6ALY/62OM
http://paperpile.com/b/tL6ALY/yqjS
http://dx.doi.org/10.1016/j.clinph.2012.05.001
http://paperpile.com/b/tL6ALY/0Cgq
http://paperpile.com/b/tL6ALY/19rB
http://paperpile.com/b/tL6ALY/uzOS
http://dx.doi.org/10.1016/j.jtbi.2013.01.013
http://paperpile.com/b/tL6ALY/ZBS9
http://paperpile.com/b/tL6ALY/jJRH
http://paperpile.com/b/tL6ALY/jJRH
http://paperpile.com/b/tL6ALY/iybz
http://paperpile.com/b/tL6ALY/62OM
http://paperpile.com/b/tL6ALY/2TZJ
http://paperpile.com/b/tL6ALY/jJRH
http://dx.doi.org/10.1016/j.clinph.2006.06.712
http://paperpile.com/b/tL6ALY/KfzC
http://paperpile.com/b/tL6ALY/62OM
http://paperpile.com/b/tL6ALY/2TZJ
http://dx.doi.org/10.1016/j.neuron.2007.06.026
http://dx.doi.org/10.1038/srep25160
http://dx.doi.org/10.1113/jphysiol.2011.206573
http://paperpile.com/b/tL6ALY/iybz
http://paperpile.com/b/tL6ALY/19rB
http://paperpile.com/b/tL6ALY/x493
http://dx.doi.org/10.1093/cercor/bhs147
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

hallucinations: II. Spectral  classification  and  comparison  with  theory. J. Theor. Biol. 357, 
210–219. doi:10.1016/j.jtbi.2014.05.024 

Henke, H., Robinson, P.A., Drysdale, P.M., Loxley, P.N., 2014b. Spatiotemporally varying  visual 
hallucinations: I. Corticothalamic theory. J. Theor. Biol. 357, 200–209. 
doi:10.1016/j.jtbi.2014.05.025 

Hinder, M.R., Goss, E.L., Fujiyama, H., Canty, A.J., Garry, M.I., Rodger, J., Summers, J.J., 
2014. Inter- and  Intra-individual  variability following  intermittent theta  burst stimulation: 
implications for rehabilitation  and  recovery. Brain  Stimul. 7, 365–371. 
doi:10.1016/j.brs.2014.01.004 

Hoogendam, J.M., Ramakers, G.M.J., Di  Lazzaro, V., 2010. Physiology of repetitive  transcranial 
magnetic stimulation  of the  human  brain. Brain  Stimul. 3, 95–118. 
doi:10.1016/j.brs.2009.10.005 

Huang, Y.-Z., Chen, R.-S., Rothwell, J.C., Wen, H.-Y., 2007. The  after-effect of human  theta 
burst stimulation  is NMDA receptor dependent. Clin. Neurophysiol. 118, 1028–1032. 
doi:10.1016/j.clinph.2007.01.021 

Huang, Y.-Z., Rothwell, J.C., Chen, R.-S., Lu, C.-S., Chuang, W.-L., 2011. The  theoretical 
model  of theta  burst form of repetitive  transcranial  magnetic stimulation. Clin. Neurophysiol. 
122, 1011–1018. doi:10.1016/j.clinph.2010.08.016 

Huang, Y.-Z., Ying-Zu, H., Edwards, M.J., Elisabeth, R., Bhatia, K.P., Rothwell, J.C., 2005. 
Theta  Burst Stimulation  of the  Human  Motor Cortex. Neuron  45, 201–206. 
doi:10.1016/j.neuron.2004.12.033 

Iyer, M.B., Schleper, N., Wassermann, E.M., 2003. Priming  stimulation  enhances the 
depressant effect of low-frequency repetitive  transcranial  magnetic stimulation. J. Neurosci. 
23, 10867–10872. 

Jirsa, V.K., Haken, H., 1996. Field  Theory of Electromagnetic Brain  Activity. Phys. Rev. Lett. 77, 
960–963. doi:10.1103/PhysRevLett.77.960 

Klimesch, W., Sauseng, P., Gerloff, C., 2003. Enhancing  cognitive  performance  with  repetitive 
transcranial  magnetic stimulation  at human  individual  alpha  frequency. Eur. J. Neurosci. 17, 
1129–1133. 

Kramer, M.A., Kirsch, H.E., Szeri, A.J., 2005. Pathological  pattern formation  and  cortical 
propagation  of epileptic seizures. J. R. Soc. Interface  2, 113–127. 
doi:10.1098/rsif.2004.0028 

Lefaucheur, J.-P., André-Obadia, N., Antal, A., Ayache, S.S., Baeken, C., Benninger, D.H., 
Cantello, R.M., Cincotta, M., de  Carvalho, M., De  Ridder, D., Devanne, H., Di  Lazzaro, V., 
Filipović, S.R., Hummel, F.C., Jääskeläinen, S.K., Kimiskidis, V.K., Koch, G., Langguth, B., 
Nyffeler, T., Oliviero, A., Padberg, F., Poulet, E., Rossi, S., Rossini, P.M., Rothwell, J.C., 
Schönfeldt-Lecuona, C., Siebner, H.R., Slotema, C.W., Stagg, C.J., Valls-Sole, J., 
Ziemann, U., Paulus, W., Garcia-Larrea, L., 2014. Evidence-based  guidelines on  the 
therapeutic use  of repetitive  transcranial  magnetic stimulation  (rTMS). Clin. Neurophysiol. 
125, 2150–2206. doi:10.1016/j.clinph.2014.05.021 

López-Alonso, V., Cheeran, B., Río-Rodríguez, D., Fernández-Del-Olmo, M., 2014. 
Inter-individual  variability in  response  to  non-invasive  brain  stimulation  paradigms. Brain 
Stimul. 7, 372–380. doi:10.1016/j.brs.2014.02.004 

Maeda, F., Keenan, J.P., Tormos, J.M., Topka, H., Pascual-Leone, A., 2000. Interindividual 
variability of the  modulatory effects of repetitive  transcranial  magnetic stimulation  on  cortical 
excitability. Exp. Brain  Res. 133, 425–430. 

Malenka, R.C., Bear, M.F., 2004. LTP and  LTD: an  embarrassment of riches. Neuron  44, 5–21. 
doi:10.1016/j.neuron.2004.09.012 

22 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://dx.doi.org/10.1016/j.jtbi.2014.05.024
http://paperpile.com/b/tL6ALY/LeZE
http://paperpile.com/b/tL6ALY/wp79
http://paperpile.com/b/tL6ALY/Ffob
http://dx.doi.org/10.1016/j.neuron.2004.09.012
http://paperpile.com/b/tL6ALY/Ffob
http://paperpile.com/b/tL6ALY/5oM8
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/g2t7
http://paperpile.com/b/tL6ALY/g2t7
http://paperpile.com/b/tL6ALY/sh7s
http://paperpile.com/b/tL6ALY/LeZE
http://dx.doi.org/10.1098/rsif.2004.0028
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/g2t7
http://paperpile.com/b/tL6ALY/pFmS
http://paperpile.com/b/tL6ALY/Q3yI
http://dx.doi.org/10.1016/j.clinph.2010.08.016
http://paperpile.com/b/tL6ALY/pFmS
http://paperpile.com/b/tL6ALY/s7W4
http://paperpile.com/b/tL6ALY/01XH
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/1Hht
http://dx.doi.org/10.1016/j.brs.2014.02.004
http://paperpile.com/b/tL6ALY/5oM8
http://paperpile.com/b/tL6ALY/tOTt
http://paperpile.com/b/tL6ALY/Ffob
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/wp79
http://paperpile.com/b/tL6ALY/s7W4
http://dx.doi.org/10.1016/j.jtbi.2014.05.025
http://dx.doi.org/10.1016/j.brs.2014.01.004
http://paperpile.com/b/tL6ALY/wp79
http://paperpile.com/b/tL6ALY/01XH
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/Ffob
http://paperpile.com/b/tL6ALY/01XH
http://paperpile.com/b/tL6ALY/diNF
http://paperpile.com/b/tL6ALY/jujY
http://dx.doi.org/10.1103/PhysRevLett.77.960
http://paperpile.com/b/tL6ALY/tOTt
http://paperpile.com/b/tL6ALY/sh7s
http://paperpile.com/b/tL6ALY/jujY
http://paperpile.com/b/tL6ALY/jujY
http://paperpile.com/b/tL6ALY/1Hht
http://paperpile.com/b/tL6ALY/9JXW
http://paperpile.com/b/tL6ALY/LeZE
http://dx.doi.org/10.1016/j.neuron.2004.12.033
http://dx.doi.org/10.1016/j.clinph.2014.05.021
http://paperpile.com/b/tL6ALY/pFmS
http://paperpile.com/b/tL6ALY/sh7s
http://paperpile.com/b/tL6ALY/5oM8
http://paperpile.com/b/tL6ALY/s7W4
http://paperpile.com/b/tL6ALY/9JXW
http://paperpile.com/b/tL6ALY/Q3yI
http://dx.doi.org/10.1016/j.brs.2009.10.005
http://paperpile.com/b/tL6ALY/diNF
http://dx.doi.org/10.1016/j.clinph.2007.01.021
http://paperpile.com/b/tL6ALY/tOTt
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

McAllister, S.M., Rothwell, J.C., Ridding, M.C., 2009. Selective  modulation  of intracortical 
inhibition  by low-intensity Theta  Burst Stimulation. Clin. Neurophysiol. 120, 820–826. 
doi:10.1016/j.clinph.2009.02.003 

Müller-Dahlhaus, F., Vlachos, A., 2013. Unraveling  the  cellular and  molecular mechanisms of 
repetitive  magnetic stimulation. Front. Mol. Neurosci. 6, 50. doi:10.3389/fnmol.2013.00050 

Müller-Dahlhaus, J.F.M., Orekhov, Y., Liu, Y., Ziemann, U., 2008. Interindividual  variability and 
age-dependency of motor cortical  plasticity induced  by paired  associative  stimulation. Exp. 
Brain  Res. 187, 467–475. doi:10.1007/s00221-008-1319-7 

Müller, J.F.M., Orekhov, Y., Liu, Y., Ziemann, U., 2007. Homeostatic plasticity in  human  motor 
cortex demonstrated  by two  consecutive  sessions of paired  associative  stimulation. Eur. J. 
Neurosci. 25, 3461–3468. doi:10.1111/j.1460-9568.2007.05603.x 

Nicolo, P., Ptak, R., Guggisberg, A.G., 2015. Variability of behavioural  responses to  transcranial 
magnetic stimulation: Origins and  predictors. Neuropsychologia  74, 137–144. 
doi:10.1016/j.neuropsychologia.2015.01.033 

Nishiyama, M., Hong, K., Mikoshiba, K., Poo, M.M., Kato, K., 2000. Calcium stores regulate  the 
polarity and  input specificity of synaptic modification. Nature  408, 584–588. 
doi:10.1038/35046067 

Nunez, P.L., 1974. Wavelike  Properties of the  Alpha  Rhythm. IEEE Transactions on  Biomedical 
Engineering  BME-21, 473–482. doi:10.1109/TBME.1974.324336 

Opitz, A., Legon, W., Rowlands, A., Bickel, W.K., Paulus, W., Tyler, W.J., 2013. Physiological 
observations validate  finite  element models for estimating  subject-specific electric field 
distributions induced  by transcranial  magnetic stimulation  of the  human  motor cortex. 
Neuroimage  81, 253–264. doi:10.1016/j.neuroimage.2013.04.067 

Parkin, B.L., Ekhtiari, H., Walsh, V.F., 2015. Non-invasive  Human  Brain  Stimulation  in  Cognitive 
Neuroscience: A Primer. Neuron  87, 932–945. doi:10.1016/j.neuron.2015.07.032 

Pascual-Leone, A., Walsh, V., Rothwell, J., 2000. Transcranial  magnetic stimulation  in  cognitive 
neuroscience--virtual  lesion, chronometry, and  functional  connectivity. Curr. Opin. 
Neurobiol. 10, 232–237. 

Pashut, T., Magidov, D., Ben-Porat, H., Wolfus, S., Friedman, A., Perel, E., Lavidor, M., 
Bar-Gad, I., Yeshurun, Y., Korngreen, A., 2014. Patch-clamp  recordings of rat neurons from 
acute  brain  slices of the  somatosensory cortex during  magnetic stimulation. Front. Cell. 
Neurosci. 8, 145. doi:10.3389/fncel.2014.00145 

Pashut, T., Wolfus, S., Friedman, A., Lavidor, M., Bar-Gad, I., Yeshurun, Y., Korngreen, A., 
2011. Mechanisms of magnetic stimulation  of central  nervous system neurons. PLoS 
Comput. Biol. 7, e1002022. doi:10.1371/journal.pcbi.1002022 

Peinemann, A., Reimer, B., Löer, C., Quartarone, A., Münchau, A., Conrad, B., Siebner, H.R., 
2004. Long-lasting  increase  in  corticospinal  excitability after 1800  pulses of subthreshold  5 
Hz repetitive  TMS to  the  primary motor cortex. Clin. Neurophysiol. 115, 1519–1526. 
doi:10.1016/j.clinph.2004.02.005 

Pell, G.S., Roth, Y., Zangen, A., 2011. Modulation  of cortical  excitability induced  by repetitive 
transcranial  magnetic stimulation: influence  of timing  and  geometrical  parameters and 
underlying  mechanisms. Prog. Neurobiol. 93, 59–98. doi:10.1016/j.pneurobio.2010.10.003 

Perez, M.A., Lungholt, B.K.S., Nielsen, J.B., 2005. Short-term adaptations in  spinal  cord  circuits 
evoked  by repetitive  transcranial  magnetic stimulation: possible  underlying  mechanisms. 
Exp. Brain  Res. 162, 202–212. doi:10.1007/s00221-004-2144-2 

Pfister, J.-P., Gerstner, W., 2006. Triplets of spikes in  a  model  of spike  timing-dependent 
plasticity. J. Neurosci. 26, 9673–9682. doi:10.1523/JNEUROSCI.1425-06.2006 

Phillips, A.J.K., Robinson, P.A., 2007. A quantitative  model  of sleep-wake  dynamics based  on 

23 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://paperpile.com/b/tL6ALY/8cH9
http://dx.doi.org/10.1007/s00221-008-1319-7
http://paperpile.com/b/tL6ALY/tCic
http://paperpile.com/b/tL6ALY/VbS2
http://paperpile.com/b/tL6ALY/cvHN
http://dx.doi.org/10.1371/journal.pcbi.1002022
http://dx.doi.org/10.1016/j.neuron.2015.07.032
http://paperpile.com/b/tL6ALY/yDNn
http://paperpile.com/b/tL6ALY/FYK4
http://dx.doi.org/10.1109/TBME.1974.324336
http://paperpile.com/b/tL6ALY/fmSk
http://paperpile.com/b/tL6ALY/8cH9
http://paperpile.com/b/tL6ALY/U1Wk
http://dx.doi.org/10.1016/j.pneurobio.2010.10.003
http://paperpile.com/b/tL6ALY/bZHU
http://paperpile.com/b/tL6ALY/bZHU
http://paperpile.com/b/tL6ALY/FYK4
http://paperpile.com/b/tL6ALY/yDNn
http://dx.doi.org/10.1007/s00221-004-2144-2
http://paperpile.com/b/tL6ALY/bwXQ
http://paperpile.com/b/tL6ALY/yDNn
http://paperpile.com/b/tL6ALY/8cH9
http://paperpile.com/b/tL6ALY/qKHX
http://paperpile.com/b/tL6ALY/VbS2
http://paperpile.com/b/tL6ALY/vSCp
http://paperpile.com/b/tL6ALY/0TTl
http://paperpile.com/b/tL6ALY/bZHU
http://paperpile.com/b/tL6ALY/tCic
http://paperpile.com/b/tL6ALY/VbS2
http://paperpile.com/b/tL6ALY/bwXQ
http://dx.doi.org/10.3389/fncel.2014.00145
http://paperpile.com/b/tL6ALY/BkZF
http://paperpile.com/b/tL6ALY/BkZF
http://paperpile.com/b/tL6ALY/iNLp
http://dx.doi.org/10.1016/j.neuropsychologia.2015.01.033
http://paperpile.com/b/tL6ALY/vSCp
http://paperpile.com/b/tL6ALY/qKHX
http://paperpile.com/b/tL6ALY/iNLp
http://paperpile.com/b/tL6ALY/FYK4
http://paperpile.com/b/tL6ALY/cvHN
http://paperpile.com/b/tL6ALY/yDNn
http://dx.doi.org/10.1523/JNEUROSCI.1425-06.2006
http://paperpile.com/b/tL6ALY/fmSk
http://paperpile.com/b/tL6ALY/iNLp
http://dx.doi.org/10.1111/j.1460-9568.2007.05603.x
http://paperpile.com/b/tL6ALY/q7yG
http://dx.doi.org/10.3389/fnmol.2013.00050
http://paperpile.com/b/tL6ALY/q7yG
http://paperpile.com/b/tL6ALY/qKHX
http://paperpile.com/b/tL6ALY/q7yG
http://dx.doi.org/10.1016/j.clinph.2004.02.005
http://paperpile.com/b/tL6ALY/BkZF
http://dx.doi.org/10.1016/j.neuroimage.2013.04.067
http://paperpile.com/b/tL6ALY/bwXQ
http://paperpile.com/b/tL6ALY/0TTl
http://paperpile.com/b/tL6ALY/qKHX
http://paperpile.com/b/tL6ALY/U1Wk
http://paperpile.com/b/tL6ALY/dwqW
http://paperpile.com/b/tL6ALY/tCic
http://paperpile.com/b/tL6ALY/FYK4
http://paperpile.com/b/tL6ALY/U1Wk
http://dx.doi.org/10.1038/35046067
http://dx.doi.org/10.1016/j.clinph.2009.02.003
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

the  physiology of the  brainstem ascending  arousal  system. J. Biol. Rhythms 22, 167–179. 
doi:10.1177/0748730406297512 

Quartarone, A., Bagnato, S., Rizzo, V., Morgante, F., Sant’angelo, A., Battaglia, F., Messina, C., 
Siebner, H.R., Girlanda, P., 2005. Distinct changes in  cortical  and  spinal  excitability 
following  high-frequency repetitive  TMS to  the  human  motor cortex. Exp. Brain  Res. 161, 
114–124. doi:10.1007/s00221-004-2052-5 

Raymond, C.R., 2007. LTP forms 1, 2  and  3: different mechanisms for the  “long” in  long-term 
potentiation. Trends Neurosci. 30, 167–175. doi:10.1016/j.tins.2007.01.007 

Rennie, C.J., Robinson, P.A., Wright, J.J., 2002. Unified  neurophysical  model  of EEG spectra 
and  evoked  potentials. Biol. Cybern. 86, 457–471. doi:10.1007/s00422-002-0310-9 

Ridding, M.C., Ziemann, U., 2010. Determinants of the  induction  of cortical  plasticity by 
non-invasive  brain  stimulation  in  healthy subjects. J. Physiol. 588, 2291–2304. 
doi:10.1113/jphysiol.2010.190314 

Robinson, P.A., 2011. Neural  field  theory of synaptic plasticity. J. Theor. Biol. 285, 156–163. 
doi:10.1016/j.jtbi.2011.06.023 

Robinson, P.A., 2005. Propagator theory of brain  dynamics. Phys. Rev. E Stat. Nonlin. Soft 
Matter Phys. 72, 011904. doi:10.1103/PhysRevE.72.011904 

Robinson, P.A., Rennie, C.J., Rowe, D.L., 2002. Dynamics of large-scale  brain  activity in  normal 
arousal  states and  epileptic seizures. Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 65, 
041924. doi:10.1103/PhysRevE.65.041924 

Robinson, P.A., Rennie, C.J., Rowe, D.L., O’Connor, S.C., Gordon, E., 2005. Multiscale  brain 
modelling. Philos. Trans. R. Soc. Lond. B Biol. Sci. 360, 1043–1050. 
doi:10.1098/rstb.2005.1638 

Robinson, P.A., Rennie, C.J., Wright, J.J., 1997. Propagation  and  stability of waves of electrical 
activity in  the  cerebral  cortex. Phys. Rev. E 56, 826–840. doi:10.1103/PhysRevE.56.826 

Robinson, P.A., Rennie, C.J., Wright, J.J., Bahramali, H., Gordon, E., Rowe, D.L., 2001. 
Prediction  of electroencephalographic spectra  from neurophysiology. Phys. Rev. E Stat. 
Nonlin. Soft Matter Phys. 63, 021903. doi:10.1103/PhysRevE.63.021903 

Rogasch, N.C., Fitzgerald, P.B., 2013. Assessing  cortical  network properties using  TMS-EEG. 
Hum. Brain  Mapp. 34, 1652–1669. doi:10.1002/hbm.22016 

Roth, B.J., Basser, P.J., 1990. A model  of the  stimulation  of a  nerve  fiber by electromagnetic 
induction. IEEE Trans. Biomed. Eng. 37, 588–597. doi:10.1109/10.55662 

Rothwell, J.C., 1997. Techniques and  mechanisms of action  of transcranial  stimulation  of the 
human  motor cortex. J. Neurosci. Methods 74, 113–122. 
doi:10.1016/s0165-0270(97)02242-5 

Rusu, C.V., Murakami, M., Ziemann, U., Triesch, J., 2014. A model  of TMS-induced  I-waves in 
motor cortex. Brain  Stimul. 7, 401–414. doi:10.1016/j.brs.2014.02.009 

Sale, M.V., Mattingley, J.B., Zalesky, A., Cocchi, L., 2015. Imaging  human  brain  networks to 
improve  the  clinical  efficacy of non-invasive  brain  stimulation. Neurosci. Biobehav. Rev. 57, 
187–198. doi:10.1016/j.neubiorev.2015.09.010 

Sethi, S.S., Zerbi, V., Wenderoth, N., Fornito, A., Fulcher, B.D., 2017. Structural  connectome 
topology relates to  regional  BOLD signal  dynamics in  the  mouse  brain. Chaos: An 
Interdisciplinary Journal  of Nonlinear Science  27. doi:10.1063/1.4979281 

Shouval, H.Z., Bear, M.F., Cooper, L.N., 2002. A unified  model  of NMDA receptor-dependent 
bidirectional  synaptic plasticity. Proc. Natl. Acad. Sci. U. S. A. 99, 10831–10836. 
doi:10.1073/pnas.152343099 

Stefan, K., Kunesch, E., Benecke, R., Cohen, L.G., Classen, J., 2002. Mechanisms of 
enhancement of human  motor cortex excitability induced  by interventional  paired 

24 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://paperpile.com/b/tL6ALY/3gwZ
http://paperpile.com/b/tL6ALY/RGyO
http://dx.doi.org/10.1073/pnas.152343099
http://dx.doi.org/10.1109/10.55662
http://paperpile.com/b/tL6ALY/h73H
http://dx.doi.org/10.1016/j.tins.2007.01.007
http://paperpile.com/b/tL6ALY/ABD9
http://paperpile.com/b/tL6ALY/wX8e
http://paperpile.com/b/tL6ALY/EQiS
http://paperpile.com/b/tL6ALY/Vxpf
http://paperpile.com/b/tL6ALY/IZrX
http://paperpile.com/b/tL6ALY/G9Py
http://dx.doi.org/10.1103/PhysRevE.65.041924
http://dx.doi.org/10.1002/hbm.22016
http://dx.doi.org/10.1103/PhysRevE.56.826
http://paperpile.com/b/tL6ALY/3gwZ
http://dx.doi.org/10.1016/s0165-0270(97)02242-5
http://paperpile.com/b/tL6ALY/sPbH
http://paperpile.com/b/tL6ALY/4akX
http://paperpile.com/b/tL6ALY/h73H
http://dx.doi.org/10.1007/s00221-004-2052-5
http://paperpile.com/b/tL6ALY/19BK
http://paperpile.com/b/tL6ALY/ABD9
http://paperpile.com/b/tL6ALY/RlY3
http://paperpile.com/b/tL6ALY/EQiS
http://paperpile.com/b/tL6ALY/SMkX
http://paperpile.com/b/tL6ALY/RGyO
http://paperpile.com/b/tL6ALY/ABD9
http://dx.doi.org/10.1103/PhysRevE.72.011904
http://dx.doi.org/10.1063/1.4979281
http://dx.doi.org/10.1016/j.neubiorev.2015.09.010
http://dx.doi.org/10.1098/rstb.2005.1638
http://paperpile.com/b/tL6ALY/IZrX
http://dx.doi.org/10.1113/jphysiol.2010.190314
http://paperpile.com/b/tL6ALY/I5gH
http://paperpile.com/b/tL6ALY/4akX
http://paperpile.com/b/tL6ALY/4akX
http://paperpile.com/b/tL6ALY/UkPD
http://dx.doi.org/10.1177/0748730406297512
http://paperpile.com/b/tL6ALY/19BK
http://paperpile.com/b/tL6ALY/I5gH
http://paperpile.com/b/tL6ALY/I5gH
http://paperpile.com/b/tL6ALY/UkPD
http://paperpile.com/b/tL6ALY/sPbH
http://dx.doi.org/10.1007/s00422-002-0310-9
http://paperpile.com/b/tL6ALY/EQiS
http://paperpile.com/b/tL6ALY/3fNH
http://paperpile.com/b/tL6ALY/3fNH
http://paperpile.com/b/tL6ALY/Vxpf
http://paperpile.com/b/tL6ALY/RQQo
http://paperpile.com/b/tL6ALY/G9Py
http://paperpile.com/b/tL6ALY/dwqW
http://paperpile.com/b/tL6ALY/wX8e
http://paperpile.com/b/tL6ALY/Vxpf
http://dx.doi.org/10.1016/j.jtbi.2011.06.023
http://paperpile.com/b/tL6ALY/3gwZ
http://paperpile.com/b/tL6ALY/RlY3
http://paperpile.com/b/tL6ALY/3fNH
http://paperpile.com/b/tL6ALY/RGyO
http://paperpile.com/b/tL6ALY/4akX
http://dx.doi.org/10.1103/PhysRevE.63.021903
http://paperpile.com/b/tL6ALY/dwqW
http://paperpile.com/b/tL6ALY/SMkX
http://dx.doi.org/10.1016/j.brs.2014.02.009
http://paperpile.com/b/tL6ALY/RQQo
http://paperpile.com/b/tL6ALY/sPbH
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

associative  stimulation. J. Physiol. 543, 699–708. 
Stefan, K., Kunesch, E., Cohen, L.G., Benecke, R., Classen, J., 2000. Induction  of plasticity in 

the  human  motor cortex by paired  associative  stimulation. Brain  123, 572–584. 
doi:10.1093/brain/123.3.572 

Steyn-Ross, D.A., Steyn-Ross, M.L., Sleigh, J.W., Wilson, M.T., Gillies, I.P., Wright, J.J., 2005. 
The  sleep  cycle  modelled  as a  cortical  phase  transition. J. Biol. Phys. 31, 547–569. 
doi:10.1007/s10867-005-1285-2 

Steyn-Ross, M.L., Steyn-Ross, D.A., Wilson, M.T., Sleigh, J.W., 2009. Modeling  brain  activation 
patterns for the  default and  cognitive  states. Neuroimage  45, 298–311. 
doi:10.1016/j.neuroimage.2008.11.036 

Tang, A.D., Lowe, A.S., Garrett, A.R., Woodward, R., Bennett, W., Canty, A.J., Garry, M.I., 
Hinder, M.R., Summers, J.J., Gersner, R., Rotenberg, A., Thickbroom, G., Walton, J., 
Rodger, J., 2016. Construction  and  Evaluation  of Rodent-Specific rTMS Coils. Front. Neural 
Circuits 10, 47. doi:10.3389/fncir.2016.00047 

Tang, A., Thickbroom, G., Rodger, J., 2015. Repetitive  Transcranial  Magnetic Stimulation  of the 
Brain: Mechanisms from Animal  and  Experimental  Models. Neuroscientist. 
doi:10.1177/1073858415618897 

Thut, G., Pascual-Leone, A., 2010. A review of combined  TMS-EEG studies to  characterize 
lasting  effects of repetitive  TMS and  assess their usefulness in  cognitive  and  clinical 
neuroscience. Brain  Topogr. 22, 219–232. doi:10.1007/s10548-009-0115-4 

Todd, G., Flavel, S.C., Ridding, M.C., 2009. Priming  theta-burst repetitive  transcranial  magnetic 
stimulation  with  low- and  high-frequency stimulation. Exp. Brain  Res. 195, 307–315. 
doi:10.1007/s00221-009-1791-8 

Vlachos, A., Muller-Dahlhaus, F., Rosskopp, J., Lenz, M., Ziemann, U., Deller, T., 2012. 
Repetitive  Magnetic Stimulation  Induces Functional  and  Structural  Plasticity of Excitatory 
Postsynapses in  Mouse  Organotypic Hippocampal  Slice  Cultures. Journal  of Neuroscience 
32, 17514–17523. doi:10.1523/jneurosci.0409-12.2012 

Wankerl, K., Weise, D., Gentner, R., Rumpf, J.-J., Classen, J., 2010. L-type  voltage-gated  Ca2+ 
channels: a  single  molecular switch  for long-term potentiation/long-term depression-like 
plasticity and  activity-dependent metaplasticity in  humans. J. Neurosci. 30, 6197–6204. 
doi:10.1523/JNEUROSCI.4673-09.2010 

Weise, D., Mann, J., Rumpf, J.-J., Hallermann, S., Classen, J., 2016. Differential  Regulation  of 
Human  Paired  Associative  Stimulation-Induced  and  Theta-Burst Stimulation-Induced 
Plasticity by L-type  and  T-type  Ca2+ Channels. Cereb. Cortex. doi:10.1093/cercor/bhw212 

Wilson, M.T., Fung, P.K., Robinson, P.A., Shemmell, J., Reynolds, J.N.J., 2016. Calcium 
dependent plasticity applied  to  repetitive  transcranial  magnetic stimulation  with  a  neural 
field  model. J. Comput. Neurosci. 41, 107–125. doi:10.1007/s10827-016-0607-7 

Wilson, M.T., Goodwin, D.P., Brownjohn, P.W., Shemmell, J., Reynolds, J.N.J., 2014. Numerical 
modelling  of plasticity induced  by transcranial  magnetic stimulation. J. Comput. Neurosci. 
36, 499–514. doi:10.1007/s10827-013-0485-1 

Wilson, M.T., Sleigh, J.W., Steyn-Ross, D.A., Steyn-Ross, M.L., 2006. General 
anesthetic-induced  seizures can  be  explained  by a  mean-field  model  of cortical  dynamics. 
Anesthesiology 104, 588–593. 

Wolters, A., Sandbrink, F., Schlottmann, A., Kunesch, E., Stefan, K., Cohen, L.G., Benecke, R., 
Classen, J., 2003. A Temporally Asymmetric Hebbian  Rule  Governing  Plasticity in  the 
Human  Motor Cortex. J. Neurophysiol. 89, 2339–2345. doi:10.1152/jn.00900.2002 

Wright, J.J., Liley, D.T.J., 1996. Dynamics of the  brain  at global  and  microscopic scales: Neural 
networks and  the  EEG. Behav. Brain  Sci. 19, 285–295. doi:10.1017/S0140525X00042679 

25 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://dx.doi.org/10.1152/jn.00900.2002
http://paperpile.com/b/tL6ALY/sNzE
http://paperpile.com/b/tL6ALY/ESzU
http://paperpile.com/b/tL6ALY/HV2h
http://paperpile.com/b/tL6ALY/yO78
http://dx.doi.org/10.1523/jneurosci.0409-12.2012
http://paperpile.com/b/tL6ALY/UC0c
http://paperpile.com/b/tL6ALY/G68S
http://paperpile.com/b/tL6ALY/VKiG
http://dx.doi.org/10.1093/brain/123.3.572
http://dx.doi.org/10.1007/s10867-005-1285-2
http://paperpile.com/b/tL6ALY/8Qmc
http://paperpile.com/b/tL6ALY/laQt
http://paperpile.com/b/tL6ALY/VKiG
http://dx.doi.org/10.1007/s10827-016-0607-7
http://paperpile.com/b/tL6ALY/VKiG
http://paperpile.com/b/tL6ALY/G68S
http://paperpile.com/b/tL6ALY/lPWL
http://paperpile.com/b/tL6ALY/sNzE
http://paperpile.com/b/tL6ALY/8Qmc
http://paperpile.com/b/tL6ALY/laQt
http://paperpile.com/b/tL6ALY/91EP
http://paperpile.com/b/tL6ALY/ESzU
http://paperpile.com/b/tL6ALY/Z6ol
http://paperpile.com/b/tL6ALY/k3W4
http://paperpile.com/b/tL6ALY/lPWL
http://paperpile.com/b/tL6ALY/HV2h
http://paperpile.com/b/tL6ALY/G68S
http://paperpile.com/b/tL6ALY/Z6ol
http://paperpile.com/b/tL6ALY/yO78
http://paperpile.com/b/tL6ALY/91EP
http://paperpile.com/b/tL6ALY/JSBi
http://paperpile.com/b/tL6ALY/8Qmc
http://dx.doi.org/10.3389/fncir.2016.00047
http://paperpile.com/b/tL6ALY/sNzE
http://dx.doi.org/10.1007/s10548-009-0115-4
http://paperpile.com/b/tL6ALY/ESzU
http://paperpile.com/b/tL6ALY/91EP
http://paperpile.com/b/tL6ALY/laQt
http://dx.doi.org/10.1093/cercor/bhw212
http://dx.doi.org/10.1007/s00221-009-1791-8
http://paperpile.com/b/tL6ALY/HV2h
http://paperpile.com/b/tL6ALY/M5lJ
http://dx.doi.org/10.1007/s10827-013-0485-1
http://paperpile.com/b/tL6ALY/M5lJ
http://paperpile.com/b/tL6ALY/lPWL
http://dx.doi.org/10.1017/S0140525X00042679
http://paperpile.com/b/tL6ALY/Z6ol
http://paperpile.com/b/tL6ALY/k3W4
http://paperpile.com/b/tL6ALY/G9Py
http://paperpile.com/b/tL6ALY/M5lJ
http://dx.doi.org/10.1523/JNEUROSCI.4673-09.2010
http://paperpile.com/b/tL6ALY/k3W4
http://dx.doi.org/10.1016/j.neuroimage.2008.11.036
http://dx.doi.org/10.1177/1073858415618897
http://paperpile.com/b/tL6ALY/laQt
http://paperpile.com/b/tL6ALY/JSBi
http://paperpile.com/b/tL6ALY/UC0c
http://paperpile.com/b/tL6ALY/8Qmc
http://paperpile.com/b/tL6ALY/UC0c
http://paperpile.com/b/tL6ALY/91EP
http://paperpile.com/b/tL6ALY/yO78
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/


 

Ziemann, U., Ilić, T.V., Iliać, T.V., Pauli, C., Meintzschel, F., Ruge, D., 2004. Learning  modifies 
subsequent induction  of long-term potentiation-like  and  long-term depression-like  plasticity 
in  human  motor cortex. J. Neurosci. 24, 1666–1672. 
doi:10.1523/JNEUROSCI.5016-03.2004 

Ziemann, U., Paulus, W., Nitsche, M.A., Pascual-Leone, A., Byblow, W.D., Berardelli, A., 
Siebner, H.R., Classen, J., Cohen, L.G., Rothwell, J.C., 2008. Consensus: Motor cortex 
plasticity protocols. Brain  Stimul. 1, 164–182. doi:10.1016/j.brs.2008.06.006 

Ziemann, U., Reis, J., Schwenkreis, P., Rosanova, M., Strafella, A., Badawy, R., 
Müller-Dahlhaus, F., 2015. TMS and  drugs revisited  2014. Clin. Neurophysiol. 126, 
1847–1868. doi:10.1016/j.clinph.2014.08.028 

 

26 

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 17, 2017. ; https://doi.org/10.1101/175893doi: bioRxiv preprint 

http://paperpile.com/b/tL6ALY/7os3
http://paperpile.com/b/tL6ALY/XHFl
http://dx.doi.org/10.1523/JNEUROSCI.5016-03.2004
http://paperpile.com/b/tL6ALY/Vvn7
http://paperpile.com/b/tL6ALY/Vvn7
http://paperpile.com/b/tL6ALY/XHFl
http://dx.doi.org/10.1016/j.clinph.2014.08.028
http://paperpile.com/b/tL6ALY/Vvn7
http://paperpile.com/b/tL6ALY/XHFl
http://paperpile.com/b/tL6ALY/7os3
http://dx.doi.org/10.1016/j.brs.2008.06.006
http://paperpile.com/b/tL6ALY/7os3
http://paperpile.com/b/tL6ALY/XHFl
https://doi.org/10.1101/175893
http://creativecommons.org/licenses/by-nc/4.0/

