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Abstract Many neurons possess dendrites enriched with
sodium channels and are capable of generating action

potentials. However, the role of dendritic sodium spikes
remain unclear. Here, we study computational mod-
els of neurons to investigate the functional effects of

dendritic spikes. In agreement with previous studies,
we found that point neurons or neurons with passive
dendrites increase their somatic firing rate in response
to the correlation of synaptic bombardment for a wide

range of input conditions, i.e. input firing rates, synap-
tic conductances or refractory periods. However, neu-
rons with active dendrites show the opposite behav-

ior: for a wide range of conditions the firing rate de-
creases as a function of correlation. We found this prop-
erty in three types of models of dendritic excitability:

a Hodgkin-Huxley model of dendritic spikes, a model
with integrate-and-fire dendrites, and a discrete-state
dendritic model. We conclude that neurons equipped
with with fast dendritic spikes confer much broader

computational properties to neurons, sometimes oppo-
site to that of point neurons.

Keywords Dendritic integration · Synaptic input
correlations

1 Introduction

Increasing evidence shows that nonlinear integration
of synaptic inputs in dendrites is crucial for the com-
putational properties of neurons. A major role in the
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integration is played by dendritic spikes: regenerative
currents through Na+, Ca2+ or NMDAr channels. The

first evidence of dendritic spikes came from field record-
ings [1–5], corroborated by the intracellular recordings
[6–8]. The repertoire of techniques was further enlarged

by patch clamp [9–13] and optical methods. Calcium
imaging allowed for the direct observation of calcium
spikes [14–18], and glutamate uncaging and voltage sen-
sitive dyes led to the discovery of NMDA spikes [19,20].

Dendritic spikes allow for more subtle integration
of synaptic input than in a passive dendrite. A sin-

gle dendritic branch can act as a coincidence detector,
generating a spike when exposed to synchronized in-
put [20–22]. The propagation of dendritic spikes gener-

ated in the distal part of dendritic tree can be gated
by synaptic input in the proximal region, as was shown
for hippocampal CA1 pyramidal neurons [23], and L5
pyramidal neurons [24]. After the initiation of a den-

dritic spike, sodium channels inactivate and the branch
switches into a refractory state which crucially affects
integration [25]. Backpropagating action potentials also
play an essential role in spike time-dependent plasticity
[26–28], and the participation of local dendritic spikes
has been implicated in long-term potentiation [29,30].

Sodium spikes can propagate in many cell types:
neocortical pyramidal cells [9,31–34], hippocampal CA1
and CA3 pyramidal cells [35–39], interneurons [40] or
thalamic neurons [41]. Models predicted that, in vivo,
the presence of synaptic background activity should
greatly enhance the initiation and propagation of den-

dritic spikes [42, 43]. This suggests that there can be a
heavy traffic of dendritic spikes, as indeed found in re-
cent dendritic recordings in awake animals [44]. There-
fore interactions between dendritic spikes likely play an
important role in dendritic integration.
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These interactions can be conveyed by the refrac-
tory period which follows each spike [45], and can pre-
vent initiations of subsequent spikes, or can result in a
collision and annihilation of spikes [46]. Here, compar-
ing different types of computational models, we show
that interactions between dendritic spikes can change
the way the correlation of synaptic input affects the
firing rate of the cell. For single-compartment neurons
and neurons with passive dendrites an increase of cor-
relation of synaptic input is known to cause an increase
of firing rate [47–50], while this relation can be reversed
only for high input intensities. We show that neurons
with active dendrites behave the opposite way: for wide
range of input conditions, the firing rate varies inversely
proportionally to the level of correlation. We discuss
possible consequences of this property at the network
level.

2 Results

We first show the phenomenon of inverse correlation
processing using a multi-compartment Hodgkin-Huxley
model with active dendrites. Next, we investigate the
impact of the refractory period duration on inverse pro-

cessing using a multi-compartment integrate-and-fire
model. Finally, we show that this phenomenon is also
present in simplified discrete-state dendritic models.

2.1 Model of correlated synaptic activity

In all models studied here, we considered neurons sub-
ject to in vivo–like synaptic activity. In particular, we
aimed at investigating the effects of synaptic noise cor-
relations on the firing of the cell. The synapses were lo-
cated on the somatic and dendritic compartments and
were of two types: excitatory AMPA synapses (with re-
versal potential Ee = 0 mV) and inhibitory GABAA

synapses (Ei = −75 mV), with five times more excita-
tory than inhibitory synapses [51].

We considered the case where the pre-synaptic spikes
triggering the excitatory inputs are correlated. There
might be two biological sources of such correlation. First
of all, in cortical networks neurons are known to share
some of their synaptic inputs which inevitably makes
their spikes correlated. Since this type of correlation
is common to larger populations of neurons, we call it
the global correlation [52]. In addition, a single axon

can create several synapses on close-by segments of the
dendrite activating them at the same time [53], so that
the correlation of the input spikes within the same den-
dritic segments (local correlation) can be higher than
the global correlation.

To generate such locally and globally correlated synap-
tic inputs, we used a previously proposed algorithm
[54]. From a global spike train G obtained from Pois-
son process, we draw random spikes with probability
rG. The spike train Lk thus obtained corresponds to all
synapses on a single dendritic compartment. Finally,
the spike train Sik for a synapse i situated on compart-
ment k is built by drawing spikes from Lk with local
probability rL [Fig. 1].

In this model, the ratio of shared spikes between
synapses situated on the same compartment is equal to
cL = rL and the ratio of spikes shared by synapses situ-
ated on different compartments is equal to cG = rLrG.
Note that cL is always greater than or equal to cG. At
the end, we added a jitter to each spike time to obtain
desynchronized input. The jitter is drawn from expo-
nential distribution with a standard deviation τj with
equal probability for positive and negative values. To
obtain the time-dependent synaptic conductances, we
convolve the resulting spike trains with an exponential
function reflecting the change of synaptic conductance

due to a single spike.

2.2 Response to correlated synaptic activity in
biophysical dendritic models

We first apply this model of correlation processing to
Hodgkin-Huxley model of neuron with a dendrite (see
Methods). In our model the dendritic spikes can be one

order of magnitude more frequent than somatic spikes
(Fig. 2), value similar to that observed in vivo [44]. In
Fig. 3, we show how dendritic sodium spikes propagate

and collide in the model. We investigate how interac-
tions between dendritic spikes can affect the response of
a neuron to correlated synaptic activity. We run simu-
lations of the model under correlated synaptic activity.
For each run, we measured the firing rate of somatic
spikes and asked how this quantity is affected by the
ratio of shared spikes (Fig.4). For each ratio we per-
formed 20 runs with a duration of 20 s. With increasing
density of active channels in the dendrite, the somatic
firing response changes to become inverse, i.e. we ob-
serve a decrease of somatic firing rate with the correla-
tion of synaptic input (Fig.4a). To adequately compare
the multicompartment neuron with a point neuron, we
have scaled the synaptic conductances in the point neu-

ron to emulate filtering of EPSPs by the dendrite. The
inverse response of a neuron with dendrite can be en-
hanced by the increase of input firing rate and the in-
crease of synaptic weights (Fig.4a,b). In contrast, in the
point neuron model, the firing rate response generally
increased with correlation, as found previously [47,48].

It could also remain approximately constant for high
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Dendritic sodium spikes endow neurons with inverse firing rate response to correlated synaptic activity 3

Fig. 1 Model of correlated synaptic activity. (a) From the global spike train G spike times are distributed with probability rG
to the local spike trains Lk corresponding to compartments. From the local spike trains spikes are distributed with probability
rL to synapses Sik. The spike times are then shifted in time with random jitter. (b) The dependence of correlation measure

Cij∆t between two spike trains i and j on a ratio of shared spikes and on the jitter. To calculate the correlation the time range
of cross-covariance function integral was ∆t = 2 ms. The mean rate of the process was 20 Hz, and its duration was 50 s.
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values of the synaptic input (> 40 Hz). The increase of
synaptic weights resulted in a more pronounced inverse
response to correlation of synaptic input. The reason
for this effect is that, for low weights, more synaptic
potentials remain sub-threshold and summed synaptic
inputs from single or multiple compartments are nec-
essary to trigger a single spike. Hence, a higher input
correlation leads to an increase in the probability of gen-
erating a spike. On the other hand, for larger synaptic
weights, few synaptic inputs may trigger a spike, whose
propagation to the soma is limited by the effects of
the refractory period and collisions. In this regime, a
higher correlation means higher probability of stopping
spike propagation by the refractory periods of preced-
ing spikes. Therefore, we observe a stronger decrease in
the somatic firing rate.

To investigate the mechanism of inverse processing,
we measured the frequency of dendritic spikes simul-
taneously with the frequency of somatic spikes. With
an increase of the density of dendritic sodium chan-

nels, the ratio of dendritic to somatic spikes increases
abruptly, reaching values around 10 for the same den-
sity of somatic and dendritic channels (Fig. 5a). With

an increase of synaptic input correlation, the number
of dendritic spikes decreases due to spike cancellations,
which results in a weaker depolarization of the soma
and a lower somatic firing rate (Fig. 5b.)

We checked how local correlations affect the firing
rate response (Fig. 5c). We observed that neurons with

active dendrites display a stronger inverse response to
global correlations for more locally synchronized synap-
tic activity. Hence increasing local correlations acts as
increasing effective synaptic weights (cf. Fig. 4c). This

interplay between local and global correlation can largely
affect the properties of dendritic integration.

To investigate the impact of the duration of refrac-
tory period on inverse processing, we considered an
integrate-and-fire type model. In particular, we used a
multicompartment exponential integrate and fire model,
which can be extended to include the neuronal adap-
tation [55]. We extended the exponential integrate and
fire model with axial currents and spike waveform to
adapt it for modeling multi-compartment dendrites (see
Methods for the equations of the multi-compartment
model). With this modification, the model can produce
a spike propagating across the tapered linear dendrite,

but the propagation can be stopped by the tunable re-
fractory period caused by other spikes.

The morphology of the integrate and fire model was
the same as for the Hodgkin-Huxley model (see Meth-
ods). In the same way as for Hodgkin-Huxley model, we
measure the firing rate of somatic spikes as a function

of the ratio of shared spikes.

For the neuron with dendrite, the increase of the
duration of the refractory period results in a stronger
inverse response to correlation (Fig. 6). While for the
point neuron model, the response remained positive
even for 10 ms refractory period.

2.3 Simplified discrete-state dendritic model

The simple space-time illustration of collisions of den-
dritic spikes is given in Fig. 7a. We can distinguish two
modes of interference between spikes: 1) direct collisions
2) inability to initiate/propagate spike due to refractory
period. Assuming a constant velocity of propagation of
the dendritic spikes and a uniform distribution of den-
dritic spikes, the number of direct collisions is propor-
tional to the length of the dendrite, while the sole ef-
fect of refractoriness doesn’t scale with the length of a

dendrite. Finally, we designed a mathematical model,
called discrete-state model, aiming at grasping the core
mechanism of spike propagation / annihilation. Com-

pared to the more detailed models described so far, this
one has much smaller simulation time and allows to eas-
ily modify parameters independently (e.g. propagation
speed). The simulation is exact in that it is not based on

a (time) discretization of the propagation of dendritic
fronts. Finally, it allows to see whether the annihila-
tion of spikes is enough to explain decrease of mean

somatic spikes number. More precisely, suppose that
we are given a set of spatio-temporal synaptic inputs
S = {(ti, xi)}Ni=1 and assume that each input (ti, xi)
produces two contra-propagating fronts (e.g. dendritic
spikes). We also assume that S is generated with the
procedure described above. In Figure 7b, the synaptic
inputs are the yellow dots and the lines, the propagat-
ing fronts. Starting from S, we build the set of fronts
and annihilation events recursively (see Methods). Fig-
ure 7b shows the networks of propagating fronts for dif-
ferent propagating speeds but same inputs S. One can
see that increasing speed increases the dendritic spikes
reaching the soma (x = 0). Intuitively, this occurs be-
cause a front has less chance to meet another front for

higher propagation speeds. Finally, in Fig. 7c we present
the dependency of the mean number of spikes reaching
the soma as a function of the ratio of shared spikes. In
this scenario, each synaptic input triggers a dendritic
spikes, so the results corresponds to the case of large
synaptic weights of the multi-compartment Hodgkin-

Huxley model (Fig. 4c).
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Dendritic sodium spikes endow neurons with inverse firing rate response to correlated synaptic activity 5

Fig. 2 Comparison of dendritic and somatic spikes. (a) Membrane voltage in the dendrite 500 µm from soma. (b) Membrane
voltage in soma. Most of the dendritic spikes cannot actively invade soma causing depolarizations with amplitudes of few
millivolts.

3 Discussion

In this paper, we have investigated the behavior of ex-
citable neuronal dendrites using different models. The
main property that we explored is the ability of the
dendrite to initiate and propagate fast dendritic spikes
and its consequences on processing correlated synaptic
activity.

One of our main findings is that the presence of fast
dendritic spikes endow neurons to process inputs ac-
cording to a mode of inverse correlation processing, in
which the neuron fires less when the inputs are corre-
lated. This is contrary to point neurons, which gener-
ally show the opposite mode, where firing is directly
increased by correlations [47–50]. However, point neu-
rons can display inverse correlation processing only for
very long refractoriness or for extreme stimulation con-
ditions.

We have further shown that this inverse correlation
processing mode was present in different models, such
as a Hodgkin-Huxley model of fast sodium dendritic

spikes, an integrate-and-fire model for dendrites, or a
discrete-state dendritic model. We discuss below possi-
ble implications of this finding, and ways to test them
experimentally.

Our model challenges the well-known finding that

the presence of correlations in the pre-synaptic activ-
ity necessarily augments the firing of neurons [47–50].
We find here that neurons equipped with excitable den-
drites can operate in a regime which is opposite: neu-
rons with active dendrites generally decrease their firing
when correlations are present in their afferent activity.
Furthermore, this inverse correlation processing mode
was dominant in models where dendrites generate fast
spikes (such as Na+ spikes) whenever the intensity of
synaptic bombardment was high enough. Recent exper-
iments [44] provided strong evidence that Na+ dendritic
spikes are much more frequent than somatic spikes in
awake animals (10 times more frequent during explo-

ration), so there is a serious possibility that neurons
can be set to this inverse correlation processing mode.
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Fig. 3 Propagation and collision of dendritic spikes in a Hodgkin-Huxley model. Each line represents the profile of membrane
voltage at a given instant. (a) A sodium spike is created near the center of the dendrite and propagates toward the soma and
the distal dendritic end. (b) The correlated synaptic bombardment (cG = 0.1, τj = 5 ms) creates two sodium spikes (around
600 µm and 1200 µm from soma) which wavefronts collide and cancel due to the refractory period.

It is interesting to ask how the response to synap-
tic input correlation can be affected by the morphol-
ogy of dendritic tree. In our linear model of dendrite,

the length of the distal dendritic part is much shorter
than the total length of distal branches present in more
complex morphologies. The initiation of sodium spike
is enhanced in more distal branches where higher input
resistance causes higher local depolarization triggered
by a single synaptic input. The resulting increase of
the spike rate in distal dendrites can lead to the higher
rate of spike annihilations and therefore amplified in-
verse correlation processing. Indeed, the collisions of
dendritic spikes can effectively prevent the propagation

of sodium spikes from distal branches to the soma [56].

While it is beyond the scope of the present study,
one can ask if NMDA and Ca2+ spikes may have simi-
lar impact on correlation processing. The NMDA spike,
however, is different than the Na+ spike because it can-
not usually propagate (it would require continuous glu-
tamatergic stimulation along the dendrite). Therefore
interactions between NMDA spikes cannot be as global
as interactions between Na+ spikes. Calcium spikes on
the other hand propagate usually in a restricted area
of the apical dendritic tree and cannot actively invade

soma [57], while their frequencies are much lower than
frequencies of fast sodium spikes [44,58].

We demonstrated the inverse correlation phenomenon

also on a simplified integrate-and-fire-type model, which
can be extended to include neuronal adaptation (AdEx
model). Although this type of model is usually applied

to point neurons without any spatial extent, we ex-
tended it over multiple compartments connected through
axial currents such that propagating spikes can be sim-
ulated. The AdEx model allows to simulate different
intrinsic properties such as bursting and adaptation,
[55,59]. This allows us to later extend the present model
by including such mechanisms in dendrites. The AdEx
model is also compatible with neuromorphic hardware,
[60], and which is presently extended to include neurons
with excitable dendrites [61]. In addition, to allow for
analytical treatment of the dendritic spikes, we further
simplified the model to a discrete state model capturing
the dynamics of the collisions of dendritic spikes.

What are the consequences of such inverse correla-
tion processing? One obvious effect will be to cancel
correlations at the network level, because the neurons

subject to correlated input will fire less, and neurons
with decorrelated input will dominate the population,
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Fig. 4 Somatic firing rate responses to correlated synaptic activity for a Hodgkin-Huxley point neuron and for a Hodgkin-
Huxley neuron with dendrite. (a) Firing responses for different densities of sodium channels in a dendrite. While changing
dendritic densities, the somatic densities were left unchanged (12 mS/cm2 for Na+ conductance and 7 mS/cm2 for K+

conductance. The responses of the neuron with dendrite are compared with the responses of the point neuron with scaled
synapses. The synaptic conductances were 0.5 nS for the neuron with dendrite, and 0.105 nS for the point neuron. (b) Firing
responses for different input firing rates for a Hodgkin-Huxley point neuron with scaled synapses and for a Hodgkin-Huxley
neuron with dendrite. (c) Firing responses for different synaptic conductances for a point neuron and a neuron with dendrite.
For plots (b) and (c): the dendritic Na+ channel density of the multi-compartment neuron was equal to the somatic channel
density (12 mS/cm2). For all plots: in each of the 200 dendritic compartments of the neuron with dendrite, there was one
excitatory synapse; 40 inhibitory synapses were located on the soma. For the point neuron, all 200 excitatory synapses were
placed on the soma. The ratio of shared spikes for the multicompartment neuron is therefore cG. The time constant of jitter
for the generation of correlated input spike trains, τj was 10 ms.

and will most likely shift the population towards decor-
related firing. Such dynamics should be examined by
future network models with neurons equipped with ex-
citable dendrites.

Finally, it is important to test the inverse corre-
lation processing experimentally. Dynamic-clamp was
used previously to investigate the fact that neurons in-
crease their synchrony [62], but unfortunately, this tech-
nique cannot be used to test the present mechanism, be-
cause dynamic-clamp emulates inputs in the soma (the

site of the recording electrode), while it is important

here that the inputs are dendritic. One possibility would
be to use 2-photon imaging with glutamate uncaging
[63] to simulate inputs with controlled frequency and
synchrony. Another possibility would be to use voltage-
sensitive dye imaging of dendrites in vitro [64] combined
with controlled network activity in the slice, to directly
monitor the genesis, propagation and possible collision
of dendritic spikes.
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Fig. 5 Somatic and dendritic spikes. (a) Ratio of dendritic spike firing to somatic spike firing as a function of the density of
dendritic sodium channels. The somatic firing rate was kept at a nearly constant level of 15 Hz by adjusting the input firing rate
while changing channel densities. The input spike trains were uncorrelated. The dendritic spikes were detected in the middle
of the dendrite 500 µm from the soma. (b) Somatic and dendritic firing responses to correlated synaptic activity. (c) Somatic
firing response on global correlation rG for different values of local correlation rL. The dendrite consisted of 50 compartments
of size 20 µm, with 4 excitatory synapses on each compartment yielding the same total number of synapses as for the previous
simulations. For all plots: The synaptic conductances were 0.5 nS. The time constant of jitter for the generation of correlated
input spike trains, τj was 10 ms.

Fig. 6 Somatic firing rate responses to correlated synaptic activity for an integrate-and-fire point neuron and for an integrate-
and-fire neuron with dendrite. The synaptic conductances were 0.5 nS for a neuron with a dendrite, and 0.105 nS for a point
neuron. The time constant of jitter for the generation of correlated input spike trains, τj was 10 ms.

4 Methods

4.1 Hodgkin-Huxley dendritic model

We used a model in which somatic compartment was
connected with a linear dendrite. The morphological
and electrophysiological parameters were chosen to ob-
tain the realistic membrane depolarization at soma and

local membrane depolarization as a function of distance
of synapse from soma [65], [see Appendix, Fig 8]. The
diameter of a soma was 40 µm and the diameter of
the dendrite was gradually decreasing with the distance
from soma. In most of simulations there were 200 den-
dritic compartments of the length 5 µm; for Fig. 5c

there were 50 dendritic compartments of length 20 µm.
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Fig. 7 Discrete state dendritic model. (a) Illustration of
propagations and collisions of dendritic spikes. The dendritic
spike is created at point (t0, x0) and propagates to the soma
and to the distal end of a dendrite. Spikes created in the area
enclosed between the wavefronts and their extensions can col-
lide with the spike created at point (t0, x0). Moreover, spikes
cannot be created in the refractory area. The velocity of the
spike is vs = cotα = x0

ts−t0
= L−x0

td−t0
, where L is a length of

a dendrite and ts and td are the times when spike reaches
soma and distal end of a dendrite respectively. The spikes

created in space-time area Pcol =
x2

0

vs
+ (L−x0)

2

vs
can collide

with the spike created at point (t0, x0). The space-time area
in a refractory state is Pref = Ltr. Assuming that a den-
sity of probability of spike creation ps(t, x) is uniform and
assuming normalization

∫ T
0 dt

∫L
0 dx ps(t, x) = N , where N

is a total number of spikes created in time T , the number
of collisions should be proportional to psPcol and increases
linearly with the length of the dendrite L, while the number
of spikes not created due to refractory period psPref doesn’t
scale with L. (b) Propagations of spikes in a discrete-state
dendritic model. The origins of spikes are marked by yellow
circles. Red lines indicates dendritic spikes which reach the
soma. The velocity of dendritic spikes is 4 times higher in
(b2) than in (b1). The ratio of shared input spikes, cG = 0.5.
(c) Dependence of the mean rate of dendritic spikes reaching
the soma on global correlation for the discrete-state model
for different velocities of the dendritic spikes. Time constant
of the jitter τj = 2 ms.

The voltage-gated fast sodium and delayed-rectifier
potassium ion channels were present in soma and in
dendrite. The cable equation was as following:

cm
∂V

∂t
=

d

4ri

∂2V

∂x2
+ gL(EL − V ) (1)

+ gNam
3h(ENa − V ) + gKn

4(EK − V )

+ ge(x, t)(Ee − V ) + gi(x, t)(Ei − V )

where cm is a specific capacitance, d is a diameter of
a dendrite, ri is an intracellular specific resistance. gL
is a leak conductance, EL is a leak reversal potential,
gNa is a maximal conductance of fast sodium channels,
ENa is a reversal potential of sodium current, gK is a
maximal conductance of potassium current, EK is a re-
versal potential of a potassium current. ge (gi) is a con-
ductance of excitatory (inhibitory) synapses, Ee (Ei) is
a reversal potential of excitatory (inhibitory) synapses.
m, h and n represent gate states of ion channels. The
gate states evolves according to equations:

dm

dt
= αm(1−m)− βmm

dh

dt
= αh(1− h)− βhh

dn

dt
= αn(1− n)− βnn (2)

where

αm =
−0.32 1

mV (V − Vth − 13 mV)

exp(−V−Vth−13mV
4mV )− 1

(3)

βm =
0.28 1

mV (V − Vth − 40 mV)

exp(V−Vth−40mV
5mV )− 1

αh = 0.128 exp

(
−V − Vth − 17 mV

18 mV

)
βh =

4

1 + exp(−V−Vth−40mV
5mV )

αn =
−0.032 1

mV (V − Vth − 15 mV)

exp(−V−Vth−15mV
5mV )− 1

βn = 0.5 exp

(
−V − Vth − 10 mV

40 mV

)
Whenever there is excitatory (e) or inhibitory (i)

synaptic event: gs(t) → gs(t) + δgs(t). The value of
δgs(t) is a weight of a synapse. Between events synaptic
conductances follow equation:

dgs
dt

= − 1

τs
gs(t) (4)

where τs is a time constant of synaptic current.
The number of simultaneous synaptic events needed

to initiate dendritic sodium spike depends on the dis-
tance between synapse and soma, [see Appendix, Fig 9].
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Few synaptic events are needed to initiate sodium spike
in the distal tip of the dendrite. This aspect of dendritic
sodium spike initiation was studied in more detailed
computational models [43].

The velocity of dendritic sodium spikes decreases
with the distance from soma starting with 1200 µm/ms
in the proximal dendrite to 200 µm/ms in the distal
dendritic end (Fig. 10), similarly to experimental ob-
servations [66].

In our simulations: cm = 1 µF/cm2, ri = 100 Ωcm,
d = 1 µm, gL = 100 µS/cm2, EL = −70 mV, gNa =
12 mS/cm2, ENa = 58 mV, gK = 7 mS/cm2, EK =
−80 mV, Vth = −63 mV, Ee = 0 mV, Ei = −75 mV,
τs = 5 ms.

4.2 Integrate and fire dendritic model

We used exponential integrate and fire model, which

can be easily extended by neural adaptation mecha-
nism, forming AdEx model [55]. In exponential inte-
grate and fire model a spike is triggered by the expo-
nential depolarizing current [67] which provides smooth

spike initiation zone in place of fixed threshold of Leaky
Integrate and Fire (LIF) model. For a multi-compartment
model a membrane voltage V (t, x) is governed by a fol-

lowing cable equation:

cm
∂V

∂t
=

d

4ri

∂2V

∂x2
+ gL(EL − V ) + gL∆T exp

(
V − VT
∆T

)
+ ge(x, t)(Ee − V ) + gi(x, t)(Ei − V ) (5)

where VT is a spike threshold and ∆T is a slope factor.

This equation is solved numerically by discretization
of the equations over multiple dendritic compartments.
When a membrane potential of any compartment is
near threshold VT depolarizing exponential current sur-
pass other currents and membrane voltage quickly tends
to infinity. Whenever the membrane potential crosses
peak value Vp we detect a spike and compartment en-

ters into refractory period in which voltage is repolar-
ized according to equation:

cm
dV

dt
= − 1

τr
(V − EL) (6)

The exponential decay characteristic of this equa-
tion models the falling phase of an action potential. The
time constant of repolarization τr was chosen in such a
way that after 1 ms the difference between V and EL
was smaller than 0.01 mV. After emitting a spike the
compartment stays in the refractory state during time
tr.

The number of simultaneous synaptic events needed

to initiate dendritic spike depends on the distance be-
tween synapse and soma, [see Appendix, Fig 9]

In our simulations: cm = 1 µF/cm2, ri = 100 Ωcm,
d = 1 µm, gL = 100 µS/cm2, EL = −70 mV, VT =
−50 mV, Vp = −20 mV, τr = 117 µs/cm, ∆T = 2 mV,
Ee = 0 mV, Ei = −75 mV, τs = 5 ms.

4.3 Simulation of the discrete-state model

Given a set S of somatic inputs, we describe our pro-
cedure to re-construct the propagating dendritic fronts
leading to somatic spikes. Take the latest element s1 =
(t1, x1) ∈ S. We look for possible annihilation events
with its outgoing front, i.e. going away from the soma
located at x = 0. Hence, we select all inputs S↑(s1)
in S \ {s1} which are located in the cone above s1
defined as S↑(s1) ≡ {(t, x) : x ≥ ±(t − t1) + x1}.
Consider the somatic input s2 ∈ S↑(s1) closest to the
line x = −(t − t1) + x1: it will produce an annihila-
tion event with s1. Perform the same for s2 recursively
until possible. This gives a chain of annihilation events
(s1, s2, ..., sk). We do the same for possible annihilation
events with the ongoing front from s1, i.e. going to-
ward the soma located at x = 0. It gives another chain

of events (s−p, ..., s0, s1). Hence, we found a chain of
annihilation events C(s1) = (s−p, ..., sk): it produces
exactly one somatic spike. We continue the same pro-

cedure with S\C(s1) until S = ∅. The overall procedure
runs in O(n2) where n is the cardinal of S.

4.4 Correlation measure for spike trains

To measure the correlation between two spike trains
Si(t) and Sj(t) we applied the cross-covariance function
CCVFij(s) = 〈Si(t)Sj(t + s)〉 − 〈Si(t)〉〈Sj(t)〉, where
〈...〉 denotes a time average. The normalized integral

Cij∆t = 1
〈Si(t)〉

∫∆t
−∆t CCVFij(s)ds tells us about a corre-

lation within a time window [−∆t,∆t] [Fig. 1].
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Appendix

In this appendix, we show additional properties related
to the dendritic models. The profile of depolarization,
in soma and dendrite, caused by a synaptic input is
shown in Fig 8. The numbers of synaptic inputs needed

to initiate dendritic spike are shown in Fig 9, and the
velocity of sodium dendritic spike in Fig 10.
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Fig. 8 Depolarization in soma and dendrites following
synaptic input. Top: The depolarization in soma for synap-
tic inputs at different dendritic locations. Bottom: The local
dendritic depolarization is shown in the same conditions. The
synaptic conductance was 0.5 nS.
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47. Ö. Bernander, C. Koch, M. Usher, The effect of synchro-
nized inputs at the single neuron level, Neural Computation
6(4), 622 (1994)

48. V.N. Murthy, E.E. Fetz, Effects of input synchrony on
the firing rate of a three-conductance cortical neuron model,
Neural computation 6(6), 1111 (1994)

49. J. De La Rocha, B. Doiron, E. Shea-Brown, K. Josić,
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