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Abstract

In many neuron types, the dendrites contain a significant density of
sodium channels and are capable of generating action potentials, but
the significance and role of dendritic sodium spikes are unclear. Here,
we use simplified computational models to investigate the functional
effect of dendritic spikes. We found that one of the main features of
neurons equipped with excitable dendrites is that the firing rate of
the neuron measured at soma decreases with increasing input corre-
lations, which is an inverse relation compared to passive dendrite and
single-compartment models. We first show that in biophysical models
the collision and annihilation of dendritic spikes causes an inverse de-
pendence of firing rate on correlations. We then explore this in more
detail using excitable dendrites modeled with integrate-and-fire type
mechanisms. Finally, we show that the inverse correlation dependence
can also be found in very simple models, where the dendrite is modeled
as a discrete-state cellular automaton. We conclude that the cancella-
tion of dendritic spikes is a generic mechanism that allows neurons to
process correlations inversely compared to single-compartment mod-
els. This qualitative effect due to the presence of dendrites should have
strong consequences at the network level, where networks of neurons
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with excitable dendrites may have fundamentally different properties
than networks of point neuron models.

Introduction

Increasing evidence shows that nonlinear integration of synaptic inputs in
dendrites is crucial for the computational properties of neurons. A major role
in the integration is played by dendritic spikes: regenerative currents through
Na+, Ca2+ or NMDAr channels. The first evidence of dendritic spikes came
from field recordings [1, 2, 3, 4, 5], corroborated by the intracellular recordings
[6, 7, 8]. The repertoire of techniques was further enlarged by patch clamp
[9, 10, 11, 12, 13] and optical methods. Calcium imaging allowed for the direct
observation of calcium spikes [14, 15, 16, 17, 18], and glutamate uncaging and
voltage sensitive dyes led to the discovery of NMDA spikes [19, 20].

Dendritic spikes allow for more subtle integration of synaptic input than
in a passive dendrite. A single dendritic branch can act as a coincidence
detector, generating a spike when exposed to synchronized input [21, 22, 20].
The propagation of dendritic spikes generated in the distal part of dendritic
tree can be gated by synaptic input in the proximal region, as was shown
for hippocampal CA1 pyramidal neurons [23], and L5 pyramidal neurons
[24]. After the initiation of a dendritic spike, sodium channels inactivate and
the branch switches into a refractory state which crucially affects integration
[25]. Backpropagating action potentials also play an essential role in spike
time-dependent plasticity [26, 27, 28], and the participation of local dendritic
spikes has been implicated in long-term potentiation [29, 30].

Sodium spikes can propagate in many cell types: neocortical pyramidal
cells [31, 9, 32, 33, 34], hippocampal CA1 and CA3 pyramidal cells [35, 36,
37, 38, 39], interneurons [40] or thalamic neurons [41]. Models predicted that,
in vivo, the presence of synaptic background activity should greatly enhance
the initiation and propagation of dendritic spikes [42, 43]. This suggests that
there can be a heavy traffic of dendritic spikes, as indeed found in recent
dendritic recordings in awake animals [44]. Therefore interactions between
dendritic spikes likely play an important role in dendritic integration.

Here, using different types of computational models, we show that interac-
tions between dendritic spikes can change the way the correlation of synaptic
input affects the firing rate of the cell. For single-compartmental neurons, an
increase of correlation of synaptic input is known to cause an increase of fir-

2

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


ing rate [45, 46]. Because the propagation of a dendritic spike can be stopped
by the refractory periods caused by the other dendritic spikes, the relation
between correlation and firing rate can be different for multi-compartmental
neurons.

Results

We first show, using biophysical models of neurons with active dendrites,
the phenomenon of inverse correlation processing. Next, we investigate this
phenomenon using active dendrites modeled by the integrate-and-fire model.
Finally, we show that this phenomenon is also present in simplified discrete-
state models.

Biophysical models of inverse correlation processing

In all models studied here, we considered neurons subject to in vivo–like
synaptic activity. In particular, we aimed at investigating the effects of
synaptic noise correlations on the firing of the cell. The synapses were located
on the dendritic compartments and were of two types: excitatory AMPA
synapses (Ee = 0 mV) and inhibitory GABAA synapses (Ei = −75 mV),
with four times more excitatory synapses than inhibitory ones.

We considered the case where the pre-synpatic spikes triggering the ex-
citatory and inhibitory inputs are correlated. There might be two biological
sources of such correlation. First of all, in cortical networks neurons are
known to share some of their synaptic inputs which inevitably makes their
spikes correlated. Since this type of correlation is common to larger popu-
lation of neurons, we call it the global correlation [47]. In addition, a single
axon can create several synapses on close-by segments of the dendrite acti-
vating them at the same time [48], so that the correlation of the input spikes
within the same dendritic segments (local correlation) can be higher than
the global correlation.

To generate such locally and globally correlated synaptic inputs, we used
a previously proposed algorithm [49]. From a global spike train G obtained
from Poisson process, we draw random spikes with probability rG. The spike
train Li thus obtained corresponds to all synapses on a single dendritic com-
partment. Finally, the spike train Sj

i for a synapse situated on compartment
i is built by drawing spikes from Li with local probability rL [Fig. 1].
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Figure 1: Model of correlated synaptic activity. (a) The dependence of corre-
lation measure Cij

∆t between two spike trains on a ratio of shared spikes and
on the jitter. To calculate the correlation the time range of cross-covariance
function integral was ∆t = 2 ms. (b) From the global spike train G spike
times are distributed with probability rG to the local spike trains Li corre-
sponding to compartments. From the local spike trains spikes are distributed
with probability rL to synapses. The spike times are then shifted in time with
random jitter.
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In this model, the ratio of shared spikes between synapses situated on
the same compartment is equal to cL = rL and the ratio of spikes shared by
synapses situated on different compartments is equal to cG = rLrG. Note
that cL is always greater than or equal to cG. At the end, we added a jitter
to each spike time to obtain desynchronized input. The jitter is drawn from
exponential distribution with a standard deviation τj with equal probability
for positive and negative values. To obtain the time-dependent synaptic
conductances, we convolve the resulting spike trains with an exponential
function reflecting the change of synaptic conductance due to a single spike.

We first apply this model of correlations to simulate in vivo–like activity
in a biophysical model. We used the well-known FitzHugh-Nagumo (FN)
model, which is a simplified two-variable system derived from the Hodgkin-
Huxley model [50, 51]. See Methods for equations of the model and its pa-
rameters. We compared a point neuron with a multi-compartmental model
[Fig. 2]. The firing rate increases with correlation for a point neuron, but for
a multi-compartmental neuron, the relationship is inversed. In the remaining
of the paper, we will refer to this property as inverse correlation processing.
This phenomenon is due to the fact that, with active dendrites, the correla-
tion increases the local dendritic spike initiation, but these spikes cancel (due
to the refractory period following a dendritic spike), and thus fewer spikes
reach the soma. In the following, we investigate this phenomenon in more
detail.

Integrate and fire models of excitable dendrites

To investigate the details of the local dendritic integration mechanism with
dendritic spikes, we consider an integrate-and-fire type model. In particular,
we used the Adaptive Exponential (AdEx) model [52], which can simulate
various phenomena like adaptation or bursting mechanisms. In this model,
we can freely adjust the refractory period and the adaptation parameters.
We extended the model with axial currents and spike waveform to adapt it
for modeling multi-compartmental dendrites. See Methods for the equations
of the multi-compartmental AdEx model. After this modification, the model
can produce a spike propagating across the dendrite, but the propagation
can be stopped by the tunable refractory period caused by other spikes.

The velocity of spikes depends on the passive properties of the dendrite,
as well as on the specific AdEx parameters. We obtained an approximate
analytical formula for the speed of the spike (Supplementary materials). The
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Figure 2: Comparison of membrane voltage between uncorrelated and cor-
related synaptic inputs for a point neuron and for a multi-compartmental
FitzHugh-Nagumo neuron. Because of collisions of dendritic spikes in the
multi-compartmental neuron we observe a decrease of firing rate for corre-
lated synaptic input.
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velocity of spikes increases with diameter of dendrite and amplitude of spike,
and decreases with specific axial resistance. [Supplementary Fig. 12]

For each run, we measured the number of dendritic spikes that reach
the soma and we asked how this quantity is affected by the ratio of shared
spikes. We performed the scan over local correlation cL and global correlation
cG for different weights of synapses. While increasing synaptic weights, we
decreased the frequency of inputs spikes, such that the total current injected
to the dendrite was constant. We found that for the point neuron the number
of spikes in the soma increased with the correlation of synaptic input for all
weights while for the multi-compartmental neuron we can see the opposite
behavior [Fig. 3]. We compared the behavior of a multi-compartmental neu-
ron equipped with an active dendrite and a neuron with a passive dendrite
[Fig. 4 ]. For the neuron with a passive dendrite the frequency of somatic
spikes monotonically increases with the correlation of synaptic input. For
the neuron with an active dendrite the frequency of somatic spikes initially
increases with the correlation, but starts to decrease for larger values of the
correlation leading to an existence of a global maximum of the firing rate.

In the multi-compartmental neuron with an active dendrite, the depen-
dence on correlation is strikingly different for different synaptic weights [Fig. 5].
For low synaptic weights, we observed an increase in the number of spikes
reaching the soma for an increased correlation. For larger weights, in the low-
correlation regime we observed an increase in number of spikes, but further
increase of correlation decreased the number of spikes reaching soma.

The reason for this effect is that for low weights, most synaptic potentials
remain sub-threshold and summed synaptic inputs from single or multiple
compartments are necessary to trigger a single spike. Hence, a higher input
correlation leads to an increase in the probability of generating a spike. On
the other hand, when we increase synaptic weights few synaptic inputs may
trigger a spike, whose propagation to the soma is limited by the effects of the
refractory period and collisions. In this regime, a higher correlation means
higher probability of stopping spike propagation by the refractory periods of
preceding spikes. Therefore, we observe a decrease in the number of spikes
reaching the soma.

The length of refractory period plays crucial role in the number of spikes
reaching soma as a function of input correlations. We performed the scan over
local cL and global cG correlation for different lengths of refractory period
[Fig. 6]. For longer refractory periods, the probability of stopping spikes by
refractory periods induced by other dendritic spikes is higher. This effect is
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Figure 3: Correlation processing in AdEx models with and without dendrites.
Compared responses of a point neuron (a) and of a multi-compartmental
neuron (b) to the correlation of the synaptic input for different weights of
synapses. The refractory period is 2 ms, τj = 2 ms. The number of compart-
ments of multi-compartmental neuron is 15. Shaded areas represent variances
taken over multiple simulation runs.
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Figure 4: Comparison of passive and active dendrite in the multi-
compartment AdEx model. Responses of a neuron with passive dendrite
(a) vs active dendrite (b), subject to correlated synaptic input for different
weights of synapses. The refractory period is 10 ms, τj = 10 ms. The number
of compartments of multi-compartmental neuron is 50.
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much more visible for correlated synaptic inputs than for uncorrelated ones
[Fig. 6].

The response for correlated inputs depends also on the intensity of synap-
tic bombardment. For low intensity, we observe an increase in the number of
spikes reaching soma with correlation. This is due to low traffic of dendritic
spikes and low probability of interference between propagations of spikes.
For higher intensities, we can see the inverse relation [Fig. 7].

Simplified discrete-state model

Finally, we designed a mathematical model, called discrete-state model, aim-
ing at grasping the core mechanism of spike propagation / annihilation. Com-
pared to the more detailed models described so far, this one has much smaller
simulation time and allows to easily modify parameters independently (e.g.
propagation speed). The simulation is exact in that it is not based on a
(time) discretization of the propagation of dendritic fronts. Finally, it allows
to see whether the annihilation of spikes is enough to explain decrease of
mean somatic spikes number. More precisely, suppose that we are given a
set of spatio-temporal synaptic inputs S = {(ti, xi)}Ni=1 and assume that each
input (ti, xi) produces two contra-propagating fronts (e.g. dendritic spikes).
We also assume that S is generated with the procedure described above. In
Figure 8, the synaptic inputs are the blue dots and the lines, the propa-
gating fronts. Starting from S, we build the set of fronts and annihilation
events recursively (see Methods). Figure 8 shows the networks of propagating
fronts for different propagating speeds but same inputs S. One can see that
increasing speed increases the dendritic spikes reaching the soma (x = 0). In-
tuitively, this occurs because a front has less chance to meet another front for
higher propagation speeds. Finally, in Figure 9 we present the dependency
of the mean number of spikes reaching the soma as a function of the ratio
of shared spikes. In this scenario, each synaptic input triggers a dendritic
spikes, so the results corresponds to the case of large synaptic weights of the
multi-compartmental AdEx model [Fig. 5].

Discussion

In this paper, we have investigated the behavior of excitable neuronal den-
drites using different models. The main and remarkable property that we
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Figure 5: Local and global correlations in the multi-compartment AdEx
model. The frequency of spikes reaching soma is shown for local and global
correlations of synaptic input for different relative weights of synapses. (a)
Both local and global correlations are varied, such that cL = cG. (b) Only
local correlations were changed and global correlations cG = 0. All other
parameters are the same for both plots. The refractory period is 2 ms, τj of
the jitter is 2 ms. 11
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Figure 6: Effect of the refractory period. The dependence of the frequency of
spikes reaching soma on correlation of synaptic input for different refractory
periods in the multi-compartment AdEx model. Synaptic weights: (a) 0.1
nS, (b) 1 nS. 12
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Figure 7: Dependence of somatic spiking on pre-synpatic input rate. The
frequency of spikes reaching soma is represented as a function of the corre-
lation of synaptic input for different rates of synaptic input (per individual
synapse). Synaptic weights: 0.25 nS, the refractory period: 2 ms, the τj of
the jitter: 5 ms.
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Figure 8: Propagation of spikes in a discrete-state model. Correlation cG =
0.1. Red lines indicates spikes directing a distal end of dendrite, green -
directing a soma. Origins of spikes are marked by blue circles.
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Figure 9: The dependence of mean rate of spikes reaching soma on global
correlation for the discrete-state model. τ = 2 ms.

explored is the ability of the dendrite to initiate and propagate dendritic
spikes which gives a very particular property of inverse correlation process-
ing, which itself cannot be obtained with a single-compartment model. We
have shown this property in different models ranging from biophysical mod-
els, integrate-and-fire models, and simplified discrete models. We discuss
below possible implications of this finding, and ways to test it experimen-
tally.

Our model challenges the well-known property that the presence of cor-
relations in the pre-synaptic activity augments the firing of neurons has been
investigated extensively in point-neuron models [45, 46]. We find here that
neurons equipped with excitable dendrites can operate in a regime which is
opposite to the point neuron: dendritic neurons can be set to decrease their
firing when correlations are present in their afferent activity. Furthermore,
this inverse correlation processing mode was dominant in models where den-
drites generate fast spikes (such as Na+ spikes) whenever the intensity of
synaptic bombardment was high enough. Recent experiments [44] provided
strong evidence that Na+ dendritic spikes are much more frequent than so-

15

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


matic spikes in awake animals (10 times more frequent during exploration), so
there is a serious possibility that neurons can be set to this inverse correlation
processing mode. The inverse responses to synaptic input correlation shown
here can be present also in individual branches of dendritic tree exposed
to strong synaptic bombardment. These responses are strongly affected by
synaptic weights, which should be understood relatively to dendritic spike
threshold.

We demonstrated the consequences of active dendritic conductances and
the inverse correlation phenomenon on a simplified integrate-and-fire-type
model (AdEx). Although this type of models is usually applied to point
neurons without any spatial extent, we extended it over multiple compart-
ments connected through axial currents such that propagating spikes were
observed. Our motivation for using the AdEx model is, first, that the AdEx
model is general approach to model single neurons and it can reproduce
many neuronal types [53]. Simpler models such as leaky integrate-and-fire
can be obtained as a special case of AdEx by specific choice of the model
parameters. Secondly, the AdEx allows one to simulate different intrinsic
properties such as bursting and adaptation. This allows us to later extend
the present model by including such mechanisms in dendrites. Third, it is
compatible with neuromorphic hardware, which have implemented neurons
equipped with the AdEx mechanism [54], and which is presently extended
to include neurons with excitable dendrites [55]. In addition, to allow for
analytical treatment of the dendritic spikes, we further simplified the model
to a discrete state model capturing the dynamics of the collisions of dendritic
spikes. The full mathematical treatment of this model will be demonstrated
in another report.

What are the consequences of such inverse correlation processing? One
obvious effect will be to cancel correlations at the network level, because the
neurons subject to correlated input will fire less, and neurons with decorre-
lated input will be the ones dominating the population, and will most likely
shift the population towards decorrelated firing. Such dynamics should be
examined by future network models with neurons equipped with excitable
dendrites.

Finally, it is important to test the inverse correlation processing exper-
imentally. Dynamic-clamp was used previously to investigate the fact that
neurons increase their synchrony [56], but unfortunately, this technique can-
not be used to test the present mechanism, because dynamic-clamp emulates
inputs in the soma (the site of the recording electrode), while it is impor-
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tant that the inputs are dendritic. One possibility would be to use 2-photon
imaging with glutamate uncaging [57] to simulate inputs with controlled fre-
quency and synchrony. Another possibility would be to use voltage-sensitive
dye imaging of dendrites in vitro [58] combined with controlled network ac-
tivity in the slice, to directly monitor the genesis, propagation and possible
collision of dendritic spikes.

Methods

FitzHugh-Nagumo model

The FN model is described by the following set of equations:

dV

dt
= f(V )−W + I (1)

dW

dt
= a(b+ V − cW ) , (2)

where V is the membrane voltage, f(V ) = V −V 3 is a nonlinear function
that allows a regenerative activity through a positive feedback, and W is a
recovery variable which provides a slow negative feedback. a, b and c are
constant parameters (for a recent overview, see [59]).

The dendrite was composed of connected FN compartments, such that
axial current was flowing between compartments. The parameters were uni-
form along dendrite, a = 0.1, b = 0.25, c = 1 and axial resistance ri = 0.1.

m-AdEx model

Adaptive exponential integrate-and-fire model (AdEx) [52] is a synthesis of
two improvements of leaky integrate-and-fire (LIF) model:

1. enrichment with spike triggering depolarizing currents [60] providing
smooth spike initiation zone in place of fixed threshold of LIF model,

2. enrichment with neuronal adaptation represented by adaptation cur-
rent governed by additional differential equation [61, 62].

17

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


The model was introduced at first for a single-compartmental neuron. For
a multi-compartmental model a membrane voltage V (t, x) and an adaptation
current w(t, x) are governed by a set of partial differential equations:

cm
∂V

∂t
=

d

4ri

∂2V

∂x2
− gL(V − EL) + gL∆T exp

(
V − VT

∆T

)
− w (3)

+ge(t)(V − Ee) + gi(t)(V − Ei)

where cm is a specific capacitance, d is a diameter of a dendrite, ri is an
intracellular specific resistance, gL is a leak conductance, EL is a leak reversal
potential, VT is a spike threshold and ∆T is a slope factor. ge(t) and gi(t)
are synaptic excitatory and inhibitory conductances, Ee and Ei are synaptic
reversal potentials. These equations were obtained by combining the classic
cable equations [64] with the AdEx model.

The adaptation current w is governed by a second differential equation:

τw
dw

dt
= a(V − EL)− w (4)

where a represents subthreshold adaptation and τw is the adaptation time
constant.

This set of equations is solved numerically by discretization of the equa-
tions over multiple dendritic compartments. When a membrane potential of
any compartment is near threshold VT depolarizing exponential current sur-
pass other currents and membrane voltage quickly tends to infinity. When-
ever the membrane potential crosses peak value Vp we detect a spike and
compartment enters into refractory period in which voltage is repolarized
according to equation:

cm
dV

dt
= − 1

τr
(V − EL) (5)

The exponential decay characteristic of this equation models the falling
phase of an action potential. After emitting a spike the compartment stays
in the refractory state during time tr. At the time of the spike the adaptation
current is incremented according to the equation

w → w + b (6)

where the parameter b represents spike-triggered adaptation.
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Whenever there is excitatory (e) or inhibitory (i) synaptic event: gs(t)→
gs(t) + δgs(t). The value of δgs(t) is a weight of a synapse. Between events
synaptic conductances follow equation:

dgs
dt

= − 1

τs
gs(t) (7)

where τs is a time constant of synaptic current.
In our simulations: cm = 1 µF/cm2, ri = 100 Ωcm, d = 1 µm, gL =

100 µS/cm2, EL = −70 mV, VT = −50 mV, ∆T = 2 mV, Ee = 0 mV,
Ei = −75 mV, τs = 5 ms.

The refractoriness for detailed model and for m-Adex
model

In a simulation of the detailed model of L5 pyramidal neuron [63] we can
see how the initiation of the first spike can prevent the propagation of sec-
ond spike. The active propagation can be impossible even 20 ms after the
initiation of the first spike, [Fig. 10]. The time delay needed for propagation
of the second spike varies from branch to branch and depends on the den-
sity of channels and on the diameter of the dendrite (the propagation of the
second spike is facilitated in the retrograde direction because of decrease of
dendrite’s diameter).

The refractoriness of a detailed model can be mimicked in m-AdEx model.
In Fig. 11, we can see how refractoriness affects propagation of dendritic
spike. EPSPs which occur within refractory period can propagate only pas-
sively to soma.

Correlation measure for spike trains

To measure the correlation between two spike trains Si(t) and Sj(t) we ap-
plied the cross-covariance function CCVFij(s) = 〈Si(t)Sj(t+s)〉−〈Si(t)〉〈Sj(t)〉,
where 〈...〉 denotes a time average. The normalized integral Cij

∆t = 1
〈Si(t)〉

∫ ∆t

−∆t
CCVFij(s)ds

tells us about a correlation within a time window [−∆t,∆t] [Fig. 1].
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Figure 10: We used a detailed model of L5 pyramidal neuron to check the
possibility of propagation of subsequent dendritic spike along the trunk of
apical dendrite. Each time we injected current at time t = 5 ms at a proximal
end of the trunk (position: 0 µm) and after delay we injected the current at
a distal end. When the delay was 25 ms the second spike could propagate
actively (a). When we decreased time the propagation could be no longer
active due to refractory period. Time delays: (b) 20 ms, (c) 5 ms, (d) 2 ms.
Space-time points of current injections are marked by red triangles.
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Figure 11: The impact of refractoriness on propagation of dendritic spike in
AdEx model. (a) We injected current at time t = 0 ms at left end of dendrite
and after delay we injected the current at a right end. The refractory period
was set to 10 ms. When the delay was 15 ms the second spike could propagate
actively. When we decreased time t < 10 ms the propagation was passive due
to the refractory period. For other panels the time delay between current
injections was varied: (b) 10 ms, (c) 5 ms, (d) 2 ms. Latencies and positions
of current injections are marked by red triangles.
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Simulation of the discrete-state model

Given a set S of somatic inputs, we describe our procedure to re-construct
the propagating dendritic fronts leading to somatic spikes. Take the latest
element s1 = (t1, x1) ∈ S. We look for possible annihilation events with its
outgoing front, i.e. going away from the soma located at x = 0. Hence, we
select all inputs S↑(s1) in S \ {s1} which are located in the cone above s1

defined as S↑(s1) ≡ {(t, x) : x ≥ ±(t − t1) + x1}. Consider the somatic
input s2 ∈ S↑(s1) closest to the line x = −(t − t1) + x1: it will produce
an annihilation event with s1. Perform the same for s2 recursively until
possible. This gives a chain of annihilation events (s1, s2, ..., sk). We do the
same for possible annihilation events with the ongoing front from s1, i.e.
going toward the soma located at x = 0. It gives another chain of events
(s−p, ..., s0, s1). Hence, we found a chain of annihilation events C(s1) =
(s−p, ..., sk): it produces exactly one somatic spike. We continue the same
procedure with S \ C(s1) until S = ∅. The overall procedure runs in O(n2)
where n is the cardinal of S.

Supporting information

S1 Estimation of the speed of spike To estimate velocity of spike we
measure a time needed to rise voltage in the compartment in front of the
spike. We take into account only exponential and leak currents and the
current which flows from the compartment with a spike:

dV

dt
=
gL∆T

cm
exp

(
V − VT

∆T

)
+

d

4ril2cm
(Vp − V )− gL

cm
(V − VR) (8)

where Vp is an amplitude of a spike, VR is a resting membrane voltage, and l
is an axial length of compartment. From this equation we can calculate the
time needed to bring the membrane voltage from resting value to peak value.
The velocity of the spike is approximately the length of the compartment
divided by this time.
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Figure 12: The velocity of spike propagation measured in simulations as a
function of different parameters of the model.

23

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


Acknowledgments

We would like to thank Gilles Wainrib for fruitful discussions. Supported
by CNRS, INRIA and the European Community (Human Brain Project,
FP7-604102 and H2020-720270).

References

[1] Cragg B, Hamlyn L. Action potentials of the pyramidal neurones in the
hippocampus of the rabbit. The Journal of physiology. 1955;129(3):608.

[2] Andersen P. Interhippocampal impulses. I–IV. Acta physiol scand.
1960;48:329–351.

[3] Fujita Y, Sakata H. Electrophysiological properties of CA1 and CA2
apical dendrites of rabbit hippocampus. Journal of neurophysiology.
1962;25(2):209–222.

[4] Eccles J, Llinás R, Sasaki K. The action of antidromic impulses on the
cerebellar Purkinje cells. The Journal of physiology. 1966;182(2):316–
345.

[5] Llinás R, Nicholson C, Freeman JA, Hillman DE. Dendritic spikes and
their inhibition in alligator Purkinje cells. Science. 1968;160(3832):1132–
1135.

[6] Llinas R, Nicholson C. Electrophysiological properties of dendrites
and somata in alligator Purkinje cells. Journal of Neurophysiology.
1971;34(4):532–551.

[7] Houchin J. Procion Yellow electrodes for intracellular recording and
staining of neurones in the somatosensory cortex of the rat. The Journal
of physiology. 1973;232(2):67P–69P.

[8] Wong R, Prince D, Basbaum A. Intradendritic recordings from hip-
pocampal neurons. Proceedings of the National Academy of Sciences.
1979;76(2):986–990.

[9] Stuart GJ, Sakmann B, et al. Active propagation of somatic ac-
tion potentials into neocortical pyramidal cell dendrites. Nature.
1994;367(6458):69–72.

24

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


[10] Magee JC, Johnston D. Synaptic activation of voltage-gated chan-
nels in the dendrites of hippocampal pyramidal neurons. Science.
1995;268(5208):301.

[11] Magee JC, Johnston D. Characterization of single voltage-gated Na+
and Ca2+ channels in apical dendrites of rat CA1 pyramidal neurons.
The Journal of physiology. 1995;487(Pt 1):67.

[12] Spruston N, Jonas P, Sakmann B. Dendritic glutamate receptor channels
in rat hippocampal CA3 and CA1 pyramidal neurons. The Journal of
physiology. 1995;482(Pt 2):325.

[13] Spruston N, Schiller Y, Stuart G, Sakmann B. Activity-dependent action
potential invasion and calcium influx into hippocampal CA1 dendrites.
Science. 1995;268(5208):297.

[14] Jaffe DB, Johnston D, Lasser-Ross N, Lisman JE, Miyakawa H, Ross
WN. The spread of Na+ spikes determines the pattern of dendritic Ca2+
entry into hippocampal neurons. Nature. 1992;357(6375):244–246.

[15] Miyakawa H, Ross WN, Jaffe D, Callaway JC, Lasser-Ross N, Lisman
JE, et al. Synaptically activated increases in Ca 2+ concentration in
hippocampal CA1 pyramidal cells are primarily due to voltage-gated
Ca 2+ channels. Neuron. 1992;9(6):1163–1173.

[16] Regehr WG, Connor JA, Tank DW. Optical imaging of calcium ac-
cumulation in hippocampal pyramidal cells during synaptic activation.
Nature. 1989;341(6242):533–536.

[17] Regehr WG, Tank DW. Postsynaptic NMDA receptor-mediated calcium
accumulation in hippocatnpal CAI pyramidal cell dendrites. Nature.
1990;345.

[18] Regehr WG, Tank DW. Calcium concentration dynamics produced by
synaptic activation of CA1 hippocampal pyramidal cells. The Journal
of neuroscience. 1992;12(11):4202–4223.

[19] Schiller J, Major G, Koester HJ, Schiller Y. NMDA spikes in basal
dendrites of cortical pyramidal neurons. Nature. 2000;404(6775):285–
289.

25

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted May 14, 2017. ; https://doi.org/10.1101/137984doi: bioRxiv preprint 

https://doi.org/10.1101/137984
http://creativecommons.org/licenses/by/4.0/


[20] Polsky A, Mel BW, Schiller J. Computational subunits in thin dendrites
of pyramidal cells. Nature neuroscience. 2004;7(6):621–627.

[21] Williams SR, Stuart GJ. Dependence of EPSP efficacy on synapse lo-
cation in neocortical pyramidal neurons. Science. 2002;295(5561):1907–
1910.

[22] Losonczy A, Magee JC. Integrative properties of radial oblique dendrites
in hippocampal CA1 pyramidal neurons. Neuron. 2006;50(2):291–307.

[23] Jarsky T, Roxin A, Kath WL, Spruston N. Conditional dendritic spike
propagation following distal synaptic activation of hippocampal CA1
pyramidal neurons. Nature neuroscience. 2005;8(12):1667–1676.

[24] Larkum ME, Zhu JJ, Sakmann B. Dendritic mechanisms underlying
the coupling of the dendritic with the axonal action potential initiation
zone of adult rat layer 5 pyramidal neurons. The Journal of physiology.
2001;533(2):447–466.

[25] Remy S, Csicsvari J, Beck H. Activity-dependent control of neu-
ronal output by local and global dendritic spike attenuation. Neuron.
2009;61(6):906–916.

[26] Magee JC, Johnston D. A synaptically controlled, associative
signal for Hebbian plasticity in hippocampal neurons. Science.
1997;275(5297):209–213.

[27] Bi Gq, Poo Mm. Synaptic modifications in cultured hippocampal neu-
rons: dependence on spike timing, synaptic strength, and postsynaptic
cell type. Journal of neuroscience. 1998;18(24):10464–10472.
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[42] Rudolph M, Hô N, Destexhe A. Synaptic background activity affects
the dynamics of dendritic integration in model neocortical pyramidal
neurons. Neurocomputing. 2001;38:327–333.
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