Demographic compensation does not rescue populations at a trailing range edge
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#### Abstract

As climate change shifts species' climatic envelopes across the landscape, equilibrium between geographic ranges and niches is likely diminishing due to time lags in demography and dispersal. If a species' range and niche are out of equilibrium, then population performance should decrease from cool, "leading" range edges, where populations are expanding into recently ameliorated habitats, to warm, "trailing" range edges, where populations are contracting from newly unsuitable areas. Population contraction signals that compensatory changes in vital rates are insufficient to buffer population growth from deteriorating environments. Life history theory predicts tradeoffs between fast development, high reproduction, and short longevity at low latitudes and slow development, less frequent but multiple bouts of reproduction, and long lifespan at high latitudes. If demographic compensation is driven by life history evolution, compensatory negative correlations in vital rates may be associated with this fast-slow continuum. An outstanding question is whether range limits and range contractions reflect inadequate compensatory life history shifts along environmental gradients, causing population growth rates to fall below replacement levels at range edges. We surveyed demography of 32 populations of the scarlet monkeyflower (Erythranthe cardinalis) spanning $11^{\circ}$ latitude in western North America and used integral projection models to infer population dynamics and assess demographic compensation. Population growth rates decreased from north to south, consistent with leading-trailing dynamics. Southern populations are declining due to reduced survival, growth, and recruitment, despite compensatory increases in reproduction and faster life history characteristics, suggesting that demographic compensation will not rescue populations at the trailing range edge.


## SIGNIFICANCE STATEMENT

While climate change is causing poleward shifts in many species' geographic distributions, some species' ranges have remained stable, particularly at low-latitude limits. One explanation for why some species' ranges have not shifted is demographic compensation, whereby declines in some demographic processes are offset by increases in others, potentially buffering populations from extinction. However, we have limited understanding of whether demographic compensation can prevent collapse of populations facing climate change. We examined the demography of natural populations of a perennial herb spanning a broad latitudinal gradient. Despite increases in reproduction, low-latitude populations declined due to diminished survival, growth, and recruitment. Thus, demographic compensation may not be sufficient to rescue low-latitude, warm-edge populations from extinction.

## INTRODUCTION

The geographic range, encompassing the set of locations where populations of a species occur across the landscape, is a fundamental unit of ecology and biogeography. Understanding how and why abundance varies across the range, and why abundance drops to zero beyond range edges, is relevant for a wide variety of problems, from explaining rarity to forecasting range shifts. Because abundance is the net result of demographic processes such as recruitment, survival, and reproduction, spatial variation in abundance must result from spatial variation in at least some of these vital rates and their combined effects on population growth.

Many hypotheses to explain variation in abundance across species' ranges are predicated on the assumption that a geographic range is a spatial expression of a species' ecological niche, indicating a failure of populations to adapt to conditions at and beyond range edges (1). For example, the classic 'abundant center hypothesis' posits that vital rates, population growth, and abundance peak in optimal habitat at the geographic center of the range and decline towards range edges (2). However, empirical support for the abundant center hypothesis is mixed (3-5), likely because spatial and environmental gradients can be decoupled $(6,7)$, such that environmental optima need not be at the exact geographic center and range-edge populations might occupy patches of optimal habitat. Furthermore, vital rates can respond differently to the same spatial or environmental gradient and need not all decline towards range edges. For example, survival might decrease with temperature while fecundity increases, a phenomenon called demographic compensation (8). If demographic compensation were complete, then population growth would be invariant across the geographic range. Even incomplete compensation could increase the range of environments over which populations can succeed and decrease spatial variation in population growth compared to populations without compensatory changes in vital rates
(Fig. 1). Demographic compensation may rescue populations from extinctions due to climate change, at least until reaching a tipping point, beyond which all vital rates decrease and populations crash (9).

Whether compensatory or not, spatial variation in vital rates could be driven by phenotypic plasticity or life history evolution. Life history variation can be summarized by a fast-slow continuum along which "fast" life histories have rapid development, high fecundity, reduced longevity, and short generation times while "slow" life histories have delayed development, low fecundity, high longevity, and long generation times (10). Life history theory predicts that selection should favor increased allocation to fast life history characteristics when survival is low or unpredictable, particularly of adults relative to juveniles (11-14). For delayed reproduction to be favored, the potential increase in fecundity by older, larger individuals has to more than offset the risk of mortality until the next opportunity for reproduction. In plants, populations and species from low latitudes are more frequently annual (15) and may reproduce at an earlier age than those from high latitudes (16), creating a fast-slow continuum from low to high latitudes. If demographic compensation is driven by life history evolution, then we might expect to see compensatory negative correlations in vital rates that follow the tradeoffs predicted by the fast-slow continuum (Fig. 1). In particular, we expect that low-latitude populations will exhibit faster life history characteristics than high-latitude populations across a plant species' range (Fig. 1). An outstanding question is whether range and niche limits reflect inadequate compensatory life history evolution along environmental gradients, causing population growth rates to fall below replacement levels at the edges of species' ranges.

Although niche-based mechanisms can define potential abundance and distribution, explaining realized abundance and distribution might require a more dynamic view that accounts for temporal environmental variation and time lags in biological responses to such variation. It is well documented that ranges expand, contract and shift over time, creating 'leading' range edges where populations are
expanding into newly suitable habitat and 'trailing' range edges where populations are contracting from newly unsuitable habitat (17, 18). Disequilibrium between the environment and ranges arises because adaptation, demography and dispersal are usually slower than rates of environmental change over a range of time scales, from glacial-interglacial periods (19) to anthropogenic climate change in recent decades (20). This dynamic view of ranges predicts a linear relationship between vital rates or population growth rate and range position, from low vital rates and declining populations at the trailing edge to high vital rates and stable or growing populations at the leading edge (Fig. 1). It also predicts that demographic compensation will be insufficient to rescue populations at the trailing edge.

In this study, we examine spatial variation in vital rates and projected population growth rates $(\lambda)$ across the geographic range of the scarlet monkeyflower, Erythranthe cardinalis (formerly Mimulus cardinalis). Erythranthe cardinalis is a perennial herb with a well-described and extensively protected distribution in western North America that spans 12 degrees in latitude across a broad climatic gradient
(Fig. 2). Our specific objectives were as follows: 1) Examine how vital rates and $\lambda$ vary range-wide; 2) Determine which vital rates drive variation in $\lambda$; and 3) Test whether demographic compensation among vital rates buffers spatial variation in $\lambda$.

## RESULTS

## Spatial variation in $\lambda$ and vital rates

Asymptotic projections of population growth rate $(\lambda)$ ranged from 0.1 to 1.9 (Table S1). Lambda varied linearly across the latitudinal gradient, increasing from the southern edge, where $\lambda s$ were uniformly $<1$, towards the northern edge, where most populations were stable or increasing (slope $=$ $0.0665, P<0.001, R^{2}=0.29$; Table S1, Fig. 3). Similar to $\lambda$, the probability of recruitment and the growth of medium-sized plants increased linearly from south to north (Table S2, Fig. S1). Though not statistically significant, there was a trend of the probability of flowering decreasing from south to north, particularly
for small and medium-sized plants (Table S2, Fig. S1). Two other vital rates had non-linear relationships to latitude. The probability of survival peaked at mid latitudes and declined towards northern and southern latitudes, while mean offspring size increased from mid latitudes towards the northern and southern edges (Table S2, Fig. S1). The number of fruits did not vary with latitude (Table S2, Fig. S1).

## Global Life Table Response Experiment

A generalized additive model parameterized by simulated datasets of vital rate coefficients (Appendix S1) accounted for $92.3 \%$ of the variation in $\log (\lambda)$. Variance in growth and survival probability explained most of the variation in $\log (\lambda)(44.35 \%$ and $34.44 \%$, respectively). Much of the remaining variation in $\log (\lambda)$ was explained by variance in recruitment probability (13.74\%). Probability of flowering ( $0.50 \%$ ), number of fruits ( $3.00 \%$ ), number of seeds per fruit ( $0.55 \%$ ), and the size distribution of offspring (3.42\%) explained the little remaining variation.

## Demographic compensation

Of 21 possible pairwise correlations among population-specific vital rate contributions, 4 were significantly negative ( $P<0.05$; Table 1, Fig. S2). Specifically, there were negative correlations between contributions of survival and flowering probabilities, survival probability and number of fruits, number of fruits and recruitment probability, and number of fruits and the size distribution of offspring ( $P<0.05$;

Table 1, Fig. S2). The observed proportion of negative correlations was significantly greater than expected by chance $(P=0.0186)$, consistent with significant demographic compensation.

Population-specific vital rate contributions to $\lambda$ varied with latitude (Table S3, Fig. 4).

Contributions of survival probability and fruit number were unimodal with respect to latitude. Survival contributions peaked at mid latitudes, where survival rates increased $\lambda$, and decreased towards the north and south, where survival rates decreased $\lambda$ (Table S3, Fig. 4). Fruit number showed a weaker but opposite pattern, with the largest negative contributions at mid latitudes and positive contributions in
the north and south (Tables S3, Fig. 4). The contributions of growth and recruitment probability increased from negative values in the south to positive values in the north, while the contribution of flowering probability decreased from positive values in the south to negative values in the north (Table S3, Fig. 4). Contributions of offspring size did not vary with latitude (Table S3, Fig. 4). Consistent with the global life table response experiment based on GAM, the overall magnitude of population-specific vital rate contributions to $\lambda$ was highest for survival probability and growth (Fig. 4a, b), and lowest for flowering probability (Fig. 4c), indicating that the positive contributions of flowering probability were too low to bolster $\lambda$ in southern populations.

## DISCUSSION

Demographic compensation has been proposed as a mechanism for buffering warm-edge populations from climate change, at least until reaching a tipping point (9), yet few studies have examined the role of demographic compensation and life history shifts in preventing population collapse. Consistent with disequilibrium between the range and niche, we found that population growth rates increased with latitude, suggesting that low-latitude trailing edge populations are contracting from newly unfavorable environments, whereas high-latitude leading edge populations are increasing in recently ameliorated areas. Differences in growth, survival, and recruitment drove spatial variation in $\lambda$, with growth and recruitment probabilities increasing with latitude and survival probabilities decreasing from mid latitudes towards the northern and southern edges. The presence of statistically significant demographic compensation among vital rates indicates that vital rates may respond individualistically to the same environmental gradient and that single vital rates may fail to predict population performance. However, although there was demographic compensation, small positive contributions from a greater probability of flowering and greater fruit number did not buffer southern populations from the large,
negative effects of low survival, growth, and recruitment. Below, we place our key findings in the context of life history strategies and past and ongoing climate change.

## Disequilibrium between range and niche limits

Our results contrast with a large body of work suggesting that range limits often coincide with niche limits. Reciprocal transplant experiments of several species reveal a decrease in performance beyond range edges, and provide weak support for reduced performance at range edges (21-23). Supporting the hypothesis that fitness limits species' ranges along elevation gradients, a transplant experiment of $E$. cardinalis within and beyond its elevation range revealed severely reduced fitness at and beyond the upper elevation edge (24). Further, experimental and observational studies of other plant species have shown reductions in abundance and fecundity at or beyond range limits (25-27), and declines in population growth rates at or beyond range margins (28, 29). As ongoing climate change continues to diminish equilibrium between ranges and niches, recent studies such as the present one may reveal stronger demographic signatures of disequilibrium than prior work.

Reflecting such disequilibrium, populations at the southern edge behaved differently than populations at the northern edge. Most northern edge populations were either stable or growing, perhaps due to an influx of pre-adapted genotypes from more southerly populations or amelioration of growth constraints in northern populations. The net result to date suggests a "lean" range shift (30,31), where range limits have remained stable but the central tendency of the distribution is moving northward within the existing range. A lean range shift potentially reflects disequilibrium with climate at both the leading and trailing edges, with disequilibrium at leading edges involving lags in colonization and adaptation, and disequilibrium at trailing edges resulting from delays in extinction (32). Southern edge populations were indeed declining, perhaps in areas that were historically suitable. California experienced severe, record-setting drought conditions from 2012 through 2014 (33, 34), compounded
by record high temperatures (35; Fig. 2b), in 3 of the 4 yearly transitions in the present study. Highlatitude populations of $E$. cardinalis have already begun to experience temperatures found historically at the latitudinal range center (Fig. 2b). Interestingly, one northern population with extremely high estimated population growth (population 4, Table S1) is in unusually unstable substrate and exhibits annualized life history characteristics that are more typical of southern populations, perhaps providing a window into the potential population dynamics of southern populations under more favorable conditions. In the present study, high mortality in southern populations in recent drought years reduced sample sizes for vital rate models to parameterize yearly integral projection models, requiring pooling of data across multiple yearly transitions. As we continue to monitor these populations over time, we will gain a better understanding of the impacts of recent climate change on population dynamics by linking yearly variation in weather to yearly variation in vital rates and population growth rates. Further supporting disequilibrium between the range and niche, previous studies of demography of $E$. cardinalis at mid latitudes found higher $\lambda$ s at the upper elevation edge when compared to mid elevations $(36,37)$, and a recent transplant study documented that $\lambda s$ of populations transplanted beyond the northern edge were greater than 1 , comparable to those transplanted within the range (38). Consistent with our finding of high mean fitness in northern edge populations, previous transplant studies of a coastal dune plant with a similar latitudinal range as E. cardinalis reveal a pattern of population mean fitness increasing towards and beyond the northern range edge $(39,40)$. However, population growth rates do not always vary predictably with latitude (7, 9), likely due to local environmental factors and/or demographic compensation.

Inadequate demographic compensation
Demographic compensation may buffer populations at low latitudes against extinction risks associated with climate change (9). In this study, increases in the probability of flowering and fruit
number in low-latitude populations (indicated by small, positive contributions to variation in $\lambda$ ) suggest that population growth rates would likely be even lower at the southern edge in the absence of demographic compensation. However, even in the face of significant demographic compensation across the geographic range of $E$. cardinalis, population mean fitness was substantially reduced in low-latitude populations relative to mid- and high-latitude populations. The magnitude of compensatory increases in reproductive vital rates in low-latitude populations was too small to offset the large, negative contributions of survival, growth, and recruitment (Figs. 4, S1, S2). In contrast, in high-latitude populations, low probabilities of survival and flowering were offset by high growth and recruitment (Figs. 4, S1, S2), thus promoting population growth.

## Latitudinal gradient in life history strategy

Spatial variation in vital rates and population-specific vital rate contributions are consistent with life history theory and with life history variation observed in a common garden study of E. cardinalis populations sampled across its latitudinal range (41). Matching expectations from life history theory (12, $15,42,43$ ), low-latitude populations of $E$. cardinalis experience greater inter-annual variation in precipitation (41), germinate, photosynthesize and grow faster in a common garden (41), and exhibit a faster, more annualized life history strategy in nature (this study), whereas high-latitude populations from more temporally stable environments grow more slowly (41) and are uniformly perennial (this study). In particular, plants at low latitudes tend to grow quickly within a growing season, flower once, and then die (supported by low growth and survival but high flowering probabilities; Fig. S1), whereas plants at high latitudes grow slowly within a growing season, do not flower every year, and accumulate more growth from one year to the next (supported by high growth and low flowering probabilities; Fig. S1). Similar geographic and climatic clines in life history traits have been observed in the common monkeyflower (44), common mullein (15), Queen Anne's Lace (16), and purple loosestrife (45). The
compensatory demographic variation observed across populations of $E$. cardinalis supports life history theory predicting tradeoffs along the "fast-slow continuum" between slow development, less frequent but multiple bouts of reproduction, and long lifespan versus fast development, high reproduction, and short longevity (46-48). Linking demographic compensation to life history theory allows a broader understanding of how spatial variation in vital rates shapes species' geographic ranges.

## Conclusions

This study highlights the importance of non-equilibrium processes in shaping species' geographic distributions. In contrast with previous work showing that geographic range limits often coincide with niche limits (49), leading-edge populations appear to be expanding in response to contemporary anthropogenic climate change $(50,51)$. Consistent with a recent poleward shift of the species' climatic niche, $E$. cardinalis populations at the northern range edge have begun to encounter temperatures similar to those occurring historically at central latitudes (Fig. 2b). As species continue to shift their climatic envelopes in response to recent climate change, support for hypotheses assuming equilibrium between range and niche limits may continue to weaken. Climatic tipping points, where demographic compensation breaks down, may result in population collapse (9). We show that even statistically significant demographic compensation may not be sufficient to buffer warm, trailing edge populations against extinction. Because individual vital rates responded differently to the same latitudinal gradient, we warn against the use of one or a few vital rates to predict population performance. As additional demographic data accumulate for multiple generations, populations, and species across broad spatial scales and environmental gradients, we will gain a more comprehensive understanding of how the environment and geography shape vital rates, and in turn, population dynamics, allowing for better forecasts of range shifts.

## MATERIALS AND METHODS

## Study system

Erythranthe cardinalis (Phrymaceae) is a perennial forb that grows along seeps, streamsides, and riverbanks in western North America. Individuals can spread via rhizomes but recruitment occurs almost exclusively from seeds (Angert, pers. obs.). The species' latitudinal range extends from central Oregon, USA to northern Baja California, Mexico (Fig. 2a). Within this latitudinal extent, populations occur across a broad range of elevations and climates (Table S4; Fig. 2b,c), from sea level up to ca. 2400 $m$ (52). However, latitude and elevation of occurrences covary (Pearson $r=-0.57, P<0.05$ ), such that northern populations are primarily at low elevations while southern populations can extend to higher elevations.

## Demographic surveys

We established long-term census plots in 32 populations spanning almost the full latitudinal extent of the species' range (Fig. 2a, Appendix S1). During August and September 2010, census transects encompassing multiple areas suitable for all life history transitions were established within each population except populations 4, 23, and 26 (Fig. 2a, Table S4), which were added in 2011, 2012, and 2012, respectively. Due to unavoidable variation in microhabitat and plant density, the number and length of transects varied across populations (Table S4). Our aim was to survey at least three transects per population that together encompassed at least 200 individuals and contained habitat suitable for future recruitment. Transects were anchored with rebar, removable bolts drilled by hand into rock slabs, or nails in crevices or tree trunks. New or replacement transects were added as needed to maintain target sample size or when older transects were lost due to flooding or treefall.

Every E. cardinalis individual was uniquely identified by ( $x, y$ )-coordinates, using the transects as $y$-axes and perpendicular distances from the transects as $x$-axes. Some individuals also received uniquely
numbered tags to confirm the alignment of the transect from year to year. Not every individual could receive a tag due to microhabitat constraints (e.g. rock slabs) and requirements imposed by permitting agencies. Censuses were conducted each autumn, after most annual reproduction was complete, from 2010 to 2014 to record annual survival, growth, reproduction, and recruitment. In total, the fates of 11,244 plants were recorded (Table S4).

To estimate size and annual growth for each plant, up to 5 non-flowering and 5 flowering stems were measured from the ground to the base of the last pair of leaves; all remaining stems were tallied and used to estimate total stem length based on the average stem length of the 10 measured stems. Plant reproduction was estimated as the product of the number of mature fruits on up to 5 stems of a given individual times the total number of flowering stems on that individual times the population mean seed number per fruit in a given year. Each fruit may contain 500-2500 tiny seeds that cannot be counted in the field. To estimate seed number per fruit, two fruits were harvested each fall 2010-2012 from up to 10 individuals growing downstream of the census transects, or, when downstream sampling was not possible, several hundred meters upstream of the census transects. For 2010-2011 samples, subsamples of approximately 200 seeds per fruit were counted under a dissecting microscope and weighed to determine the relationship between seed mass and seed number. Seed number per fruit was then estimated from total seed mass, which has been shown to accurately capture true seed number (36). For 2012 samples, seeds were photographed and then counted using image analysis software (ImageJ). Fruits could not be obtained for some population-by-year combinations (we did not obtain any seed counts for 2013), so average seed number per fruit across all other years for that population was used instead. For 8 populations from which we were unable to obtain fruits, we used estimates of seed number per fruit from the geographically closest population from which fruits were collected. Based on experiments to estimate seedling recruitment and seed dormancy (Appendix S1),
seed dormancy was set to zero for these analyses and seedling recruitment was estimated by dividing the number of new recruits by total seed production in the prior year.

## Integral projection models

To estimate population growth rates for each study population, we used integral projection models (IPMs), which are analogous to population matrix models but model vital rates as a function of individual plant size, which varies with latitude (Fig. 3a-e) rather than relying on discrete stages (53, 54). First, we pooled data across all populations and years to construct a global model of each of four vital rates (probability of survival, growth, probability of flowering, and fruit number; Table S5) as a function of size (fixed effect), year (random effect), and population (random effect) in the Ime4 package (version 1.1-12, 57) in R 3.3.1 (56). We included log-transformed total stem length in year $t$ as the size measurement in all vital rate models, and compared models with and without size as a predictor variable based on Akaike information criterion for small samples ( $\mathrm{AIC}_{\mathrm{c}}$ ). Size was a significant predictor of all four vital rates. For each vital rate, we compared full models with random slopes and intercepts for both population and year to progressively simpler models, with the simplest model including random intercepts for population and year. We retained those terms that were significant in log-likelihood ratio tests ( $P<0.05$; Table S5). We extracted population-specific coefficients for each vital rate function to parameterize the IPM for each population (Table S1). Due to small sample sizes in some populations in some years, we constructed the IPM kernel for a given population using data pooled across all years (Appendix S1).

We discretized IPM kernels into a matrix with 100 size bins, with size ranging from 0.9 times the minimum and 1.1 times the maximum size observed in year $t$ or year $t+1$ in each population. To correct for the "eviction" of individuals falling beyond this size range (57), we assigned individuals to the smallest size bin in the case of offspring, and to the largest size bin in the case of large adults (58). We
quantified population growth rate $(\lambda)$ as the dominant eigenvalue of the matrix. We performed all analyses in $R$ v. 3.3.1 using code modified from appendices in Merow et al. (58) and Rees et al. (59). To obtain $95 \%$ confidence intervals around $\lambda$ estimates for each population, we bootstrapped the data 2000 times, allowing for assessments of whether the $\lambda$ estimate for each population was statisticall greater than, less than, or not different from 1 (Appendix S1).

## Analysis of latitude vs. $\lambda$ and vital rates

To assess how $\lambda$ varies across latitude, we used linear regressions with $\lambda$ as the response variable and latitude as the predictor variable. We compared models with and without quadratic terms and used AIC to select the best fitting models. For the vital rates that varied with size (survival, growth, probability of flowering, and number of fruits), we first divided individuals in each population among small (0-20\% quantile), medium (40-60\% quantile), and large (80-100\% quantile) size classes, which varied depending on each population's overall distribution of individual sizes. We then estimated population- and size-specific probability of survival, growth, probability of flowering, and number of fruits. Survival probability is the proportion of individuals that survived in each size class at each population, growth is the mean size in year $t+1$ across all individuals of each size class in each population, flowering probability is the proportion of individuals that flowered in each size class in each population, and number of fruits is the mean number of fruits in year $t+1$ across all individuals of each size class in each population (small size class was omitted from models of fruit number because "small" plants only flowered at 3 populations). We regressed mean vital rates for each size class against latitude, with and without a quadratic term for latitude, and used AIC to assess whether to include the quadratic term or not. Because the study populations spanned $\sim 1700 \mathrm{~m}$ in elevation, we initially performed similar analyses with elevation as a predictor variable but found no statistically significant relationships between elevation and vital rates or lambda, and models including latitude alone performed better than
any models including latitude and elevation. Thus, here we only present results including latitude as a predictor variable.

## Global Life Table Response Experiment

To identify which vital rates most contribute to observed differences in $\lambda$ among populations, we initially performed a standard life table response experiment (60), but the range of variation in parameter values among populations resulted in a poor linear approximation of $\lambda$ as a nonlinear function of the parameters that vary among populations. Instead, we fit a generalized additive model (GAM) using the 'gam' function in the mgcv package (version $1.8-12$; , 61 ), with $\log (\lambda)$ as the response variable and smoothed functions of vital rate parameters as explanatory variables (62, 63 Appendix S1). To obtain contributions at the level of each vital rate as a whole (rather than each parameter in each vital rate function), we summed across all coefficients of a given vital rate (e.g., the survival contribution equals the sum of survival slope contribution and the survival intercept contribution). Vital rate contributions to variability in $\log (\lambda)$ were normalized to sum to $100 \%$.

## Demographic compensation

Following Villellas et al. (8), we examined demographic compensation by testing for negative correlations among vital rates, weighted by their population-specific contributions to variation in $\lambda$ (Appendix S1). To test whether there are more negative correlations among vital rate contributions than expected by chance, we obtained Spearman rank correlations between all pairs of vital rate contributions. We then determined the observed percentage of correlations that were significantly negative ( $P<0.05$ ) based on a one-tailed test. Next, in each of 10,000 iterations, we randomly permuted contributions for each vital rate among populations, calculated Spearman rank correlations, and determined the percentage of significantly negative correlations. Thus, we obtained a null distribution of percentages of negative correlations against which to compare our observed percentage. We inferred
statistically significant demographic compensation based on the proportion of values in the null distribution that were greater than or equal to the observed percentage of negative correlations (8). In theory one could also test whether there are fewer positive correlations than expected by chance, but there were no significantly positive correlations among vital rate contributions in the observed data. To assist in our interpretation of the test of demographic compensation, we also examined how vital rate contributions varied with latitude. For each vital rate contribution, we used linear regressions with and without quadratic terms, and then used AIC to select the best fitting models with each vital rate contribution as the response variable and latitude as the predictor variable.
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Table 1. Pairwise Spearman rank correlations among vital rate contributions.

|  | Prob | Growth | Prob | Fruit number | Seeds | Prob | Distribution of |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | (Survival) |  | (Flowering) |  | per fruit | (Recruitment) | offspring size |
| Prob (Survival) |  | 0.17 | $-0.42^{* *}$ | $-0.47^{* *}$ | 0.05 | 0.37 | -0.18 |
| Growth |  | -0.22 | 0.17 | -0.07 | 0.20 | -0.24 |  |
| Prob (Flowering) |  | 0.61 | 0.36 | -0.21 | -0.13 |  |  |
| Fruit number |  |  | 0.11 | $-0.38^{*}$ | $-0.30^{*}$ |  |  |
| Seeds per fruit |  |  | -0.26 | -0.23 |  |  |  |
| Prob (Recruitment) |  |  |  |  | -0.12 |  |  |

## Range limit hypothesis <br> Equilibrium



Adopted from Villellas et al. 2015, Ecology Letters

Figure 1. Predictions of how vital rates (the probabilities of survival and reproduction) and population growth rates $(\lambda)$ should vary with latitude in the absence and presence of demographic compensation, under hypotheses of equilibrium and disequilibrium between the species' range and niche. Life history theory predicts negative correlations between vital rates such that fast life history strategies (e.g., high fecundity but low survival or growth from one year to the next) are favored at low latitudes, whereas slow life history strategies (e.g., low fecundity but high survival or growth from one year to the next) are favored at high latitudes.


Figure 2. (A) Map of 32 study populations across the geographic distribution of the scarlet monkeyflower. Populations are colored to scale with latitude, with warm colors corresponding to low latitudes and cool colors corresponding to high latitudes; white points correspond to all known occurrences of $E$. cardinalis (Angert et al., in revision). Relationships between (B) mean annual temperature (MAT) and (C) mean annual precipitation (MAP) with latitude across $32 E$. cardinalis populations. Climate data are derived from ClimateWNA version 5.30 (64).


Figure 3. (A-D) Vital rates as a function of size (log-transformed stem length in centimeters). Grey points represent observed values across all populations, and black lines represent model
predictions averaged across populations. Colored lines represent model predictions based on population-specific coefficients. Inset panel for (D) shows the same data and fitted lines but omitting individuals with > 800 fruits. (E) Population-specific size distribution of individuals at year $=t$. (F) Population growth rate $(\lambda)$ as a function of latitude, with vertical bars representing bias-corrected $95 \%$ confidence intervals. Dashed line at $\lambda=1$ indicates stable population growth, and grey shading corresponds to $95 \%$ confidence intervals for predicted $\lambda$ values from linear model.


Figure 4. Latitude vs. population-specific contribution of each vital rate. Solid lines represent slopes that are greater than 0 at $P<0.05$.

## SUPPORTING INFORMATION

Appendix S1. Supplementary methods

## Selection of study populations

From north to south, we surveyed populations from the following regions: (1) central Oregon, (2) southern Oregon - northern California, (3) northern Sierra Nevada Mountains, (4) central Sierra Nevada Mountains, (5) southern Sierra Nevada Mountains, (6) Transverse Ranges, and (7) southern California (Table S4, Fig. 2a). Region 1 includes the northernmost extant populations that we located after repeated field surveys from 2007-2010. Region 7 does not encompass the southernmost populations that have been recorded because logistical constraints prevented us from working in Baja California, Mexico, where there are disjunct occurrences spanning $\sim 160 \mathrm{~km}$ from north to south (<10\% of the overall latitudinal gradient; Fig. 2a). However, study populations in southern California (region 7) occur in similar habitat as reported on herbarium specimens from Baja California (e.g., seeps and streamsides), and the inclusion of herbarium specimens from Baja California increases the range of mean annual temperature and mean annual precipitation among recorded populations by less than $0.1 \%$ relative to the range of climates when excluding specimens from Baja California based on climate variables for 1961-1990 and 2013 derived from ClimateWNA version 4.62 (64). We oriented the study transect through the mountainous Sierra Nevada regions because there are extensive tracts of protected public lands and so that we could nest replicate elevation transects within several latitudinal regions. Accordingly, within each Sierra Nevada region (regions 3-5), we selected 6 populations at three elevations per each of two replicate drainages. Outside of the Sierra Nevada regions (regions 1-2, 6-7), we selected 3 populations in multiple drainages
(Table S4, Fig. 2a). Populations were selected based on habitat quality and accessibility during extensive field surveys guided in part by collection records from regional herbaria.

## Seed transitions

In a subset of 7 populations, we created seed addition plots for estimating seedling recruitment and seed dormancy. Within each population, at each of $1020-\mathrm{cm} \times 20-\mathrm{cm}$ plots placed haphazardly within suitable microhabitat for germination, we added 100 seeds in September 2011. Each seed addition plot was paired with a no-seed-addition control. To prevent seed entry and escape, we covered the plots in fine mesh ("No Thrips", $150 \times 150 \mu$ opening size, Green-Tek, Inc., Edgerton, WI, USA) each fall and winter and removed it after floodwaters receded every spring. Plots were censused each spring and fall for 3 years. Although a prior study at mid latitudes demonstrated that a small fraction of E. cardinalis seeds can survive in the seed bank and germinate in their second year (36), during this study period we only observed germination in the first spring after seed addition and none at any subsequent census. Thus, seed dormancy was set to zero for these analyses and seedling recruitment was estimated by dividing the number of new recruits by total seed production in the prior year.

## Integral projection models

For each population, we created a kernel $K\left(z^{\prime}, z\right)$ describing how size $z$ of individuals in year $t$ determines size $z^{\prime}$ of individuals in year $t+1(54,58)$ :

$$
n\left(z^{\prime}, t+1\right)=\int_{a}^{b} K\left(z^{\prime}, z\right) n(z, t) d z
$$

where $n(z, t) d z$ represents the number of individuals whose size falls within the range $[z, z+$ $d z$ ]. We divided this IPM kernel into survival/growth $(P)$ and fecundity $(F)$ kernels:

$$
K\left(z^{\prime}, z\right)=P\left(z^{\prime} z\right)+F\left(z^{\prime} z\right)
$$

The survival/growth kernel is:

$$
P\left(z^{\prime}, z\right)=s(z) G\left(z^{\prime}, z\right)
$$

where $s(z)$ is the size-dependent probability of survival and $G\left(z^{\prime}, z\right)$ is size-dependent growth or shrinkage. The fecundity kernel is:

$$
F\left(z^{\prime}, z\right)=p_{\text {flower }}(z) f_{\text {fruits }}(z) f_{\text {seeds }} p_{\text {recruit }} f_{\text {recruit size }}\left(z^{\prime}\right),
$$

where $p_{\text {flower }}(z)$ is probability of flowering as a function of size in year $t, f_{\text {fruits }}(z)$ is fruit number as a function of size in year $t, f_{\text {seeds }}$ is the average number of seeds per fruit, $p_{\text {recruit }}$ is the probability of recruitment, and $f_{\text {recruit size }}\left(z^{\prime}\right)$ is the size distribution of new recruits in year $t+1$.

## Bootstrapping to obtain confidence intervals for $\lambda$

We sampled unique individuals from each population with replacement to create replicate bootstrap datasets, where the size of each population's bootstrap was equal to the number of unique individuals in original dataset. Subsequently, we ran vital rate models as described above on each bootstrapped dataset to obtain population-specific coefficients to parameterize population-specific IPM kernels. We then ran IPMs as described above on each bootstrapped dataset for each population and re-calculated $\lambda$, allowing for assessments of whether the $\lambda$ estimate for each population was statistically greater than, less than, or not different from 1.

## Global Life Table Response Experiment

Because of low sample size (response variable of $\lambda$ for $N=32$ populations but 12 explanatory variables corresponding to vital rate parameters that vary among populations), we first simulated 10,000 sets of vital rate parameters (62). To do so, we generated a large set of parameters with the same pairwise Spearman rank-correlations and marginal distributions as the observed parameters (65). We then used our existing IPM framework to estimate $\lambda$ for each
of these 10,000 simulated parameter sets, using the full size range observed across all populations rather than population-specific size ranges. The resulting $\lambda$ and parameter values were used in GAM. We evaluated the accuracy $\left(R^{2}\right)$ of the GAM at our observed parameter values (S. Ellner, pers. comm.). We decomposed the variance in $\lambda$ by extracting fitted values of each model term from GAM fit to observed parameter estimates, and then obtaining the weighted variance-covariance matrix of those terms (63). We assessed the proportion of variance in $\lambda$ explained by variance in each parameter acting on its own by dividing each diagonal value of the weighted variance-covariance matrix by the sum across all diagonal values. Demographic compensation

First, we calculated $\lambda$ for a reference IPM based on parameter estimates averaged across all 32 populations. Next, we perturbed each of 13 vital rate coefficients in turn by adding a small value (0.01). We re-calculated $\lambda$ for the reference IPM after each perturbation, and estimated sensitivity for each coefficient as the difference between perturbed $\lambda$ and unperturbed $\lambda$, divided by the amount of perturbation (Table S6). Subsequently, we determined the contribution $C_{i, n}$ for vital rate parameter $i$ and population $n$ as $C_{i, n}=\left(v_{i, n}-v_{i, r}\right) \times S_{i, r}$, where $v_{i, n}$ and $v_{i, r}$ correspond to vital rate $i$ for population $n$ and the reference population, respectively, and $S_{i, r}$ is the sensitivity of $\lambda$ calculated from the reference matrix to perturbations in vital rate $i(8)$. To obtain contributions for each vital rate as a whole (rather than each vital rate parameter), we summed across all coefficients of a given vital rate as described above.

## Appendix S2. Supplementary tables.

Table S1. Vital rate coefficients used to parameterize IPM for each E. cardinalis study population (population codes are described in Table S1). A constant standard deviation for growth, 1.1014, was used across all populations.

| Pop | Prob (Survival) |  | Growth int | slope | Prob (Flowering) |  | Number of fruits |  | Number of seeds per fruit | Prob <br> (Recruitment) | Distribution of offspring size |  | $\lambda$ <br> (bias-corrected 95\% CI) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | int | slope |  |  | int | slope | int | slope |  |  | mean | sd |  |
| 1 | -2.3452 | 0.4708 | 2.2887 | 0.5967 | -9.7186 | 2.2529 | -2.6595 | 1.0626 | 1184 | $5.90 \mathrm{E}-04$ | 1.4499 | 1.0468 | 1.3242 (0.917-1.5368) |
| 2 | -1.2641 | 0.3116 | 3.0887 | 0.3788 | -7.5198 | 1.4299 | -2.6624 | 0.9157 | 1184 | $4.14 \mathrm{E}-04$ | 2.2915 | 1.2437 | 1.2261 (0.9303-1.6122) |
| 3 | -3.0407 | 0.3519 | 2.5514 | 0.4905 | -8.5629 | 1.7698 | -3.1169 | 1.0189 | 1122 | $3.03 \mathrm{E}-05$ | 2.1931 | 1.1497 | 0.3259 (0.1633-0.5638) |
| 4 | -2.6691 | 0.2516 | 3.4126 | 0.4260 | -7.8561 | 2.5732 | -2.8288 | 1.2056 | 1363 | $1.26 \mathrm{E}-04$ | 2.6192 | 1.4915 | 1.9014 (1.4615-2.3375) |
| 5 | $-1.1357$ | 0.4028 | 2.4060 | 0.4858 | -7.4469 | 1.3386 | -3.5548 | 0.8952 | 1017 | $5.92 \mathrm{E}-05$ | 2.7000 | 1.5844 | 0.7606 (0.6908-0.8466) |
| 6 | -0.8083 | 0.5674 | 1.1111 | 0.7291 | -5.6440 | 1.0701 | -3.2782 | 0.8642 | 506 | $1.99 \mathrm{E}-04$ | 1.8163 | 2.2399 | 0.9481 (0.8897-0.993) |
| 7 | -1.2788 | 0.5283 | 2.0187 | 0.7139 | -7.9638 | 1.8789 | -2.3209 | 1.0402 | 2092 | $1.21 \mathrm{E}-06$ | 0.2847 | 1.2407 | 0.9933 (0.9205-1.0731) |
| 8 | -0.6041 | 0.3147 | 1.5166 | 0.6245 | -8.3148 | 1.9558 | -3.2204 | 0.9373 | 1562 | $1.98 \mathrm{E}-04$ | 1.3786 | 1.4131 | 0.9085 (0.7614-1.0684) |
| 9 | -1.6358 | 0.4667 | 1.4245 | 0.6739 | -7.2967 | 1.7261 | -2.9483 | 1.0117 | 1177 | $1.15 \mathrm{E}-04$ | 0.0409 | 1.0081 | 0.7356 (0.6318-0.8247) |
| 10 | -1.0322 | 0.4868 | 1.3392 | 0.6518 | -7.2578 | 1.1484 | -3.8839 | 0.8618 | 1436 | $1.56 \mathrm{E}-04$ | 2.2358 | 1.4850 | 0.7862 (0.72-0.8498) |
| 11 | -1.4221 | 0.5335 | 1.6054 | 0.6352 | -6.0845 | 1.3203 | -3.3446 | 1.0173 | 1608 | $1.26 \mathrm{E}-05$ | 2.5544 | 1.2094 | 0.8036 (0.7063-0.8711) |
| 12 | -0.3362 | 0.4687 | 0.6790 | 0.7859 | -7.5507 | 1.7155 | -3.0402 | 0.9601 | 1608 | $3.27 \mathrm{E}-05$ | 1.4095 | 1.5074 | $0.8705(0.7151-0.967)$ |
| 13 | -0.9084 | 0.3360 | 2.0901 | 0.5161 | -8.0682 | 1.7912 | -3.4530 | 1.0661 | 1691 | $2.67 \mathrm{E}-04$ | 0.6940 | 1.3811 | 1.001 (0.8917-1.0887) |
| 14 | -1.9824 | 0.4588 | 1.1367 | 0.6685 | -6.5035 | 1.9287 | -3.5041 | 0.9561 | 2144 | $2.67 \mathrm{E}-04$ | 1.9138 | 1.8287 | 0.6719 (0.2282-0.8893) |
| 15 | -1.4286 | 0.5016 | 2.1042 | 0.5594 | -8.7722 | 2.2505 | -2.7887 | 1.0366 | 2144 | $1.27 \mathrm{E}-04$ | 1.2901 | 1.6159 | 1.2816 (0.9484-1.6848) |
| 16 | -1.4919 | 0.2946 | 2.5167 | 0.3780 | -9.1481 | 1.9384 | -3.2511 | 0.9804 | 1226 | $7.85 \mathrm{E}-05$ | 1.9675 | 1.6197 | $0.5608(0.4641-0.6718)$ |
| 17 | -1.6399 | 0.5434 | 2.6331 | 0.4622 | -9.4795 | 2.2389 | -3.3852 | 0.9895 | 1956 | $1.79 \mathrm{E}-04$ | 1.2881 | 1.4531 | 1.1036 (0.8787-1.3738) |
| 18 | -1.6595 | 0.5289 | 1.3778 | 0.7133 | -7.3760 | 1.5674 | -3.4036 | 0.9544 | 1956 | $1.77 \mathrm{E}-05$ | 1.4071 | 1.4800 | 0.7987 (0.4754-0.8641) |


| Pop | Prob (Survival) |  | Growth int | slope | Prob (Flowering) |  | Number of fruits |  | Number of seeds per fruit | Prob <br> (Recruitment) | Distribution of offspring size |  | $\lambda$ <br> (bias-corrected 95\% CI) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 19 | -0.8292 | 0.1192 | 1.9928 | 0.5680 | -7.5455 | 1.5160 | -3.2947 | 0.9371 | 1721 | $5.28 \mathrm{E}-05$ | 2.3890 | 1.0581 | 0.5822 (0.408-0.8461) |
| 20 | -1.7974 | 0.5525 | 1.8875 | 0.6266 | -7.8643 | 1.8336 | -3.2494 | 1.0688 | 1721 | $8.57 \mathrm{E}-05$ | 0.1548 | 1.1419 | 0.9052 (0.7954-1.0188) |
| 21 | -1.9257 | 0.5283 | 1.5576 | 0.6826 | -7.4428 | 1.5872 | -3.0248 | 0.9381 | 1289 | $1.20 \mathrm{E}-04$ | 0.2118 | 1.2610 | 0.7875 (0.6988-0.8617) |
| 22 | -1.0890 | 0.2978 | 1.4907 | 0.6144 | -9.5213 | 2.3004 | -3.3202 | 0.9719 | 943 | $2.32 \mathrm{E}-04$ | 1.8363 | 1.4043 | 0.7537 (0.6442-0.8594) |
| 23 | -1.2083 | 0.3477 | 1.3129 | 0.6810 | -7.1228 | 1.5310 | -3.2487 | 0.9306 | 1473 | $1.87 \mathrm{E}-04$ | 2.3164 | 1.2442 | 0.8492 (0.6793-1.0391) |
| 24 | $-1.7032$ | 0.6232 | 1.2580 | 0.7295 | -7.2055 | 1.5494 | -3.2562 | 1.0149 | 1473 | $2.47 \mathrm{E}-04$ | 0.6023 | 1.1313 | 1.0039 (0.8829-1.0916) |
| 25 | -0.7917 | 0.4392 | 2.0398 | 0.6178 | -8.6900 | 1.9773 | -3.5876 | 0.9939 | 1473 | $4.33 \mathrm{E}-04$ | 0.6916 | 1.3276 | 1.3151 (1.1526-1.4407) |
| 26 | -2.0619 | 0.3776 | 1.9032 | 0.6277 | -8.9946 | 2.0413 | -3.1212 | 1.0821 | 1473 | $1.23 \mathrm{E}-05$ | 2.2736 | 1.0958 | 0.6051 (0.4082-0.7516) |
| 27 | -1.3876 | 0.2312 | 2.1637 | 0.4886 | -7.8932 | 1.8121 | -3.0666 | 0.8672 | 1675 | $5.40 \mathrm{E}-05$ | 3.7475 | 0.8491 | 0.5762 (0.5191-0.6563) |
| 28 | -4.3162 | 0.4614 | 2.6790 | 0.3465 | -5.4987 | 1.6790 | -2.3979 | 1.0222 | 1557 | $7.81 \mathrm{E}-06$ | 1.6506 | 1.5182 | 0.1328 (0.0801-0.2167) |
| 29 | $-2.8364$ | 0.4774 | 1.5978 | 0.5672 | -4.3533 | 1.7409 | -1.4260 | 0.9556 | 1104 | $2.92 \mathrm{E}-06$ | 3.1229 | 1.4613 | 0.379 (0.3183-0.4499) |
| 30 | -2.5566 | 0.5451 | 1.5289 | 0.6440 | -8.4106 | 2.0899 | -3.6361 | 1.1524 | 2027 | $9.59 \mathrm{E}-07$ | 3.0623 | 1.1495 | 0.5596 (0.4731-0.6435) |
| 31 | -2.3735 | 0.3812 | 0.8322 | 0.7119 | -8.5274 | 2.2587 | -3.5378 | 1.1503 | 2514 | $1.53 \mathrm{E}-05$ | 1.3307 | 1.2844 | 0.3603 (0.2504-0.4883) |
| 32 | -3.3309 | 0.2803 | 1.5267 | 0.6055 | -7.8239 | 2.1818 | -2.9687 | 1.0765 | 1666 | $0.00 \mathrm{E}+00$ | 0.0000 | 0.0000 | $0.1084(0.0727-0.1574)$ |

Table S2. Regression coefficients and adjusted $R^{2}$ for models of vital rates vs. latitude. Mean fruit number was log-transformed and only large plants were included because small \& medium plants did not make many fruits. Growth (measured as size in year $t+1$ ) and offspring size were also log-transformed. Recruitment probability and offspring size are population-level measurements and do not vary among individuals within a population. In models with quadratic terms marked with "-" instead of a coefficient estimate, quadratic terms were dropped based on model selection using AIC.

|  |  | Prob (Survival) | Growth | Prob (Flowering) | Fruit number | Prob <br> (Recruitment) | Offspring size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| small | Latitude | $4.29 \mathrm{E}-01^{+}$ | $-3.21{ }^{* *}$ | $-1.88 \mathrm{E}-03^{+}$ | - | - |  |
|  | Latitude ${ }^{2}$ | $-5.48 \mathrm{E}-03^{+}$ | $4.31 \mathrm{E}-02^{* *}$ |  | - | - |  |
|  | Adj. $\mathrm{R}^{2}$ | 0.07 | 0.24 | 0.06 | - | - |  |
| medium | Latitude | $5.32 \mathrm{E}-01^{*}$ | $1.41 \mathrm{E}-01^{* *}$ | $-3.78 \mathrm{E}-01^{+}$ | - | - |  |
|  | Latitude ${ }^{2}$ | $-6.72 \mathrm{E}-03^{+}$ | - | $4.76 \mathrm{E}-03^{+}$ | - | - |  |
|  | Adj. $\mathrm{R}^{2}$ | 0.14 | 0.20 | 0.11 | - | - |  |
| large | Latitude | $1.10^{* *}$ | $2.23 \mathrm{E}+0{ }^{+}$ | -1.71E-02 | -1.38E-02 | $1.96 \mathrm{E}-05^{*}$ | $-2.93{ }^{*}$ |
|  | Latitude ${ }^{2}$ | $-1.42 \mathrm{E}-02^{* *}$ | $-2.79 \mathrm{E}-02^{+}$ |  | - | - | $0.04{ }^{*}$ |
|  | Adj. $\mathrm{R}^{2}$ | 0.32 | 0.16 | 0.05 | -0.03 | 0.15 | 0.12 |

Table S3. Regression coefficients and adjusted $\mathrm{R}^{2}$ for models of population-specific vital rate contributions (following Villellas et al. 2015) vs. latitude. Quadratic terms marked with "-" instead of a coefficient estimate represent models in which quadratic terms were dropped based on model selection using AIC.

|  | Prob | Growth | Prob | Fruit \# | Prob | Offspring |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | (Survival) |  | (Flowering) |  | (Recruitment) | size |
| Latitude | $1.31^{* * *}$ | $2.46 \mathrm{E}-02^{* *}$ | $-2.59 \mathrm{E}-03^{*}$ | $-3.51 \mathrm{E}-01^{*}$ | $7.06 \mathrm{E}-03^{*}$ | $5.15 \mathrm{E}-03$ |
| Latitude $^{2}$ | $-1.69 \mathrm{E}-02^{* * *}$ | - | - | $4.53 \mathrm{E}-03^{*}$ | - | - |
| Adj. $\mathrm{R}^{2}$ | 0.43 | 0.24 | 0.12 | 0.12 | 0.15 | -0.02 |
| ${ }^{+} \mathrm{P}<0.1 ;{ }^{*} \mathrm{P}<0.05 ;{ }^{* *} \mathrm{P}<0.01 ;{ }^{* * *} \mathrm{P}<0.001$ |  |  |  |  |  |  |

Table S4. Geographic and sampling information for E. cardinalis populations. The number and length of transects for each population are cumulative over time, rather than per year, because plots were abandoned for various reasons or added in subsequent years. Thus, in any given year the sampled area could be less than the cumulative number and length of transects reported here.

| Pop. number | Region | Pop. name | Drainage | Latitude | Longitude | Elevation (m) | Year established | Number of transects | Summed length of transects (m) | Number of individuals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | Coast Fork of Willamette | Willamette | 43.6517 | -123.088 | 254 | 2010 | 9 | 146.4 | 200 |
| 2 | 1 | Canton Creek | Umpqua | 43.4137 | -122.7804 | 503 | 2010 | 4 | 76.7 | 143 |
| 3 | 1 | Rock Creek | Umpqua | 43.37876 | -122.9521 | 295 | 2010 | 6 | 100.3 | 109 |
| 4 | 2 | Deer Creek | Illinois | 42.27525 | -123.64 | 387 | 2011 | 5 | 118.5 | 1439 |
| 5 | 2 | O'Neil Creek | Klamath | 41.80979 | -123.1189 | 487 | 2010 | 6 | 75.2 | 132 |
| 6 | 2 | Deep Creek | Klamath | 41.66546 | -123.1134 | 694 | 2010 | 5 | 33.3 | 261 |
| 7 | 3 | Little Jameson Creek | Feather | 39.74298 | -120.704 | 1592 | 2010 | 3 | 46.5 | 479 |
| 8 | 3 | Chino Creek | Feather | 39.73262 | -121.4039 | 776 | 2010 | 6 | 56.7 | 210 |
| 9 | 3 | Little North Fork Middle Fork Feather | Feather | 39.71209 | -121.2748 | 510 | 2010 | 4 | 66.6 | 738 |
| 10 | 3 | Cherokee Creek | Yuba | 39.55384 | -120.9878 | 1289 | 2010 | 4 | 41.4 | 87 |
| 11 | 3 | Fiddle Creek | Yuba | 39.5204 | -120.9982 | 706 | 2010 | 4 | 40.1 | 68 |
| 12 | 3 | Willow Creek | Yuba | 39.45785 | -121.0618 | 748 | 2010 | 3 | 39.8 | 62 |
| 13 | 3 | Oregon Creek | Yuba | 39.39704 | -121.082 | 448 | 2010 | 9 | 107.8 | 851 |
| 14 | 4 | North Fork Tuolumne | Tuolumne | 37.98555 | -120.2045 | 689 | 2010 | 5 | 29.6 | 41 |
| 15 | 4 | Rainbow Pool | Tuolumne | 37.81878 | -120.0073 | 833 | 2010 | 9 | 142.4 | 103 |
| 16 | 4 | Carlon | Tuolumne | 37.81006 | -119.8568 | 1320 | 2010 | 6 | 78.5 | 214 |
| 17 | 4 | Buck Meadows | Merced | 37.77722 | -120.0633 | 830 | 2010 | 11 | 213 | 278 |
| 18 | 4 | Moss Creek | Merced | 37.67203 | -119.8182 | 529 | 2010 | 1 | 7.6 | 32 |


| 19 | 4 | Sweetwater Creek | Merced | 37.64232 | -119.9248 | 370 | 2010 | 4 | 44.5 | 45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | 4 | Wawona | Merced | 37.53822 | -119.6514 | 1208 | 2010 | 11 | 196.1 | 1070 |
| 21 | 5 | Redwood Creek | Kaweah | 36.68952 | -118.9096 | 1677 | 2010 | 5 | 75 | 774 |
| 22 | 5 | Paradise Creek | Kaweah | 36.51883 | -118.7603 | 887 | 2010 | 5 | 36.7 | 146 |
| 23 | 5 | Bear Creek | Tule | 36.20696 | -118.7269 | 1119 | 2012 | 8 | 67.3 | 82 |
| 24 | 5 | North Fork Middle Fork Tule | Tule | 36.20081 | -118.6509 | 1284 | 2010 | 5 | 41.5 | 481 |
| 25 | 5 | South Fork Middle Fork Tule | Tule | 36.13756 | -118.5741 | 1664 | 2010 | 9 | 71.5 | 587 |
| 26 | 5 | Corral Creek | Kern | 35.8529 | -118.4473 | 982 | 2012 | 4 | 30.2 | 128 |
| 27 | 6 | West Fork Mojave River | Mojave | 34.28425 | -117.3754 | 1087 | 2010 | 6 | 51.1 | 237 |
| 28 | 6 | Mill Creek | Santa Ana | 34.07808 | -116.8756 | 1992 | 2010 | 9 | 129.5 | 1179 |
| 29 | 6 | Whitewater Canyon | Whitewater | 33.99329 | -116.6627 | 696 | 2010 | 12 | 219.2 | 386 |
| 30 | 7 | Sweetwater River | Sweetwater | 32.89913 | -116.5865 | 1386 | 2010 | 6 | 70.7 | 256 |
| 31 | 7 | Kitchen Creek | Sweetwater | 32.75206 | -116.4522 | 1173 | 2010 | 5 | 46.7 | 339 |
| 32 | 7 | Hauser Creek | Undetermined | 32.65822 | -116.5323 | 788 | 2010 | 3 | 31.1 | 87 |

Table S5. Vital rate functions used in integral projection models and global life table response experiment.

| Vital rate | N | Equation | R package (function) | Distribution | Random effects structure |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Prob (Survival) | 11713 | $\operatorname{logit}(s)=a+b * z$ | Ime4 (glmer) | Binomial | (z\|Population) + (1|t) |
| Growth | 3816 | $\begin{gathered} z^{\prime}=a+b * z \\ \sigma^{2}=1.107 \end{gathered}$ | Ime4 <br> (Ime4) | Gaussian | $(z \mid$ Population $)+(1 \mid t)$ |
| Prob (Flowering) | 11713 | $\operatorname{logit}\left(p_{\text {flower }}\right)=a+b * Z$ | Ime4 (glmer) | Binomial | $(z \mid$ Population $)+(z \mid t)$ |
| Number of fruits | 2489 | $\log \left(f_{\text {fruits }}\right)=a+b * z$ | glmmADMB <br> (glmmadmb) | Negative binomial (2) | $(z \mid$ Population $)+(z \mid t)$ |
| Number of seeds per fruit | - | population-specific constant $f_{\text {seeds }}$ | - | - | - |
| Prob (Recruitment) | - | population-specific constant $p_{\text {recruit }}$ | - | - | - |
| Distribution of offspring size | - | population-specific mean and sd for $f_{\text {recruit size }}\left(z^{\prime}\right)$ | - | - | - |

Table S6. Sensitivities and $\lambda$ estimates derived from reference matrix used to estimate populationspecific vital rate contributions. Unperturbed $\lambda$ from reference matrix $=0.8527$.

| Vital rate | Parameter | Sensitivity | Perturbed $\lambda$ |
| :--- | :--- | :--- | :--- |
| P(Survival) | intercept | 0.3056 | 0.8558 |
| P(Survival) | slope | 1.2251 | 0.8649 |
| Growth | intercept | 0.4978 | 0.8577 |
| Growth | slope | 2.3650 | 0.8763 |
| Growth | SD | 0.3996 | 0.8567 |
| P(Flowering) | intercept | 0.0158 | 0.8529 |
| Number of fruits | slope | 0.0732 | 0.8534 |
| Number of fruits | intercept | 0.1655 | 0.8544 |
| Number of seeds per fruit | - | 1.0699 | 0.8634 |
| P(Recruitment) | slope | 0.0001 | 0.8527 |
| Distribution of offspring size | mean | 0.1220 | 0.8539 |
| Distribution of offspring size | SD | 0.1135 | 0.8538 |

Appendix S3. Supplementary figures.


Figure S1. Vital rates as a function of latitude and elevation. Survival, growth, flowering, and
fruit number are shown for small (within 0-20\% quantile), medium (within 40-60\% quantile), and large (within 80-100\% quantile) plants. Solid lines represent slopes that are greater than 0 at P < 0.05 , and dashed lines represent slopes that are greater than 0 at $\mathrm{P}<0.1$ (Table S4).


Figure S2. Population-specific vital rate contributions with significantly negative correlations ( $P<$ $0.05)$.

