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    Abstract
Model-free learning creates stimulus-response associations, but are there limits to the types of stimuli it can operate over? Most experiments on reward-learning have used discrete sensory stimuli, but there is no algorithmic reason to restrict model-free learning to external stimuli, and theories suggest that model-free processes may operate over highly abstract concepts and goals. Our study aimed to determine whether model-free learning can operate over environmental states defined by information held in working memory. We compared the data from human participants in two conditions that presented learning cues either simultaneously or as a temporal sequence that required working memory. There was a significant influence of model-free learning in the working memory condition. Moreover, both groups showed greater model-free effects than simulated model-based agents. Thus, we show that model-free learning processes operate not just in parallel, but also in cooperation with canonical executive functions such as working memory to support behavior.




  


  
  



  
      
  
  
    Copyright 
The copyright holder for this preprint is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under a CC-BY-ND 4.0 International license.


  


  
  



  





  


  
  



  
      
  
  
    View the discussion thread.


  


  
  



  
      
  
  
     Back to top  


  
  



			

		

		
		
			
			  
  
      
  
  
     PreviousNext 
  


  
  



  
      
  
  
    Posted February 11, 2017.  


  
  



  
      
  
  
    
	  
  
		
          
            
  
      
  
  
     Download PDF  


  
  



          

        

        
        
          
            
  
      
  
  
     Email

  
    
  
      
  
  
    
 Thank you for your interest in spreading the word about bioRxiv.
NOTE: Your email address is requested solely to identify you as the sender of this article.




  Your Email *
 



  Your Name *
 



  Send To *
 

Enter multiple addresses on separate lines or separate them with commas.




  You are going to email the following 
 Model-free reinforcement learning operates over information stored in working-memory to drive human choices



  Message Subject 
 (Your Name) has forwarded a page to you from bioRxiv



  Message Body 
 (Your Name) thought you would like to see this page from the bioRxiv website.



  Your Personal Message 
 








CAPTCHAThis question is for testing whether or not you are a human visitor and to prevent automated spam submissions.










  


  
  



  





  


  
  



  
      
  
  
     Share  


  
  



  
      
  
  
    


		  
		  
  
      
  
  
    

      
      Model-free reinforcement learning operates over information stored in working-memory to drive human choices
    

  
      Carolina Feher da Silva, Yuan-Wei Yao, Todd A. Hare

  
      bioRxiv 107698; doi: https://doi.org/10.1101/107698 

  
  
  


  


  
  



	  

	
  
  	
  
      
  
  
    
  
    Share This Article:
  
  
    
  
  
    Copy
  


  


  
  



  

	
		  
	    
  
      
  
  
    [image: Reddit logo] [image: Twitter logo] [image: Facebook logo] [image: LinkedIn logo] [image: Mendeley logo]
  


  
  



	  

	


  


  
  



  
      
  
  
     Citation Tools

  
    
  
      
  
  
      
  
      

      
      Model-free reinforcement learning operates over information stored in working-memory to drive human choices
    

  
      Carolina Feher da Silva, Yuan-Wei Yao, Todd A. Hare

  
      bioRxiv 107698; doi: https://doi.org/10.1101/107698 

  
  
  


  

  
  	      Citation Manager Formats

        
      	BibTeX
	Bookends
	EasyBib
	EndNote (tagged)
	EndNote 8 (xml)
	Medlars
	Mendeley
	Papers
	RefWorks Tagged
	Ref Manager
	RIS
	Zotero

    

  



  


  
  



  





  


  
  



          

        

	
 	
	
	


  


  
  



  
      
  
  
    	Tweet Widget
	Facebook Like
	Google Plus One



  


  
  



  
        Subject Area

    
  
  
    	Neuroscience




  


  
  



  
      
  
  
    


  

  
      
  
  
    
  
      
  
    Subject Areas  




  


  
  



  
      
  
  
    
  
      
  
    All Articles  




  


  
  



  
      
  
  
    	Animal Behavior and Cognition (5178)

	Biochemistry (11649)

	Bioengineering (8683)

	Bioinformatics (29027)

	Biophysics (14866)

	Cancer Biology (12002)

	Cell Biology (17272)

	Clinical Trials (138)

	Developmental Biology (9367)

	Ecology (14089)

	Epidemiology (2067)

	Evolutionary Biology (18208)

	Genetics (12187)

	Genomics (16708)

	Immunology (11795)

	Microbiology (27874)

	Molecular Biology (11485)

	Neuroscience (60504)

	Paleontology (449)

	Pathology (1860)

	Pharmacology and Toxicology (3215)

	Physiology (4917)

	Plant Biology (10342)

	Scientific Communication and Education (1678)

	Synthetic Biology (2868)

	Systems Biology (7318)

	Zoology (1635)


  


  
  

  







  


  
  



			

		

	
	
 	
	
	


    

  


      


  

    
  
  
    
  
      







  