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Binary Relation Extraction from Biomedical
Literature using Dependency Trees and SVMs

Anuj Sharma*, Vassilis Virvilis, Tina Lekka and Christos Andronis

Abstract—The goal of Biomedical relation extraction is to uncover high-quality relations from life science literature with diverse
applications in the fields of Biology and Medicine. In the last decade, several methods can be found in published literature ranging from
binary to complex relation extraction. In this work, we present a binary relation extraction system that relies on sentence level
dependency features. We use a novel approach to map dependency tree based rules to feature vectors that can be used to train a
classifier. We build a SVM classifier using these feature vectors and our experimental results show that it outperforms simple
co-occurrence and rule-based systems. Through our experiments, using two ’real-world’ examples, we quantify the positive impact of
improved relation extraction on Literature Based Discovery.

Index Terms—Relation Extraction, Support Vector Machine, Machine Learning, Dependency Parsing.
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1 INTRODUCTION

In silico drug repositioning [1] seeks new indications
for existing drugs based on Computational Biology and
Computational Chemistry methods. Conceptually, in silico
drug repositioning focuses on quantifying the space be-
tween drugs and disease or its molecular targets. Databases
and corpora such as PubMed have been used extensively for
drug repositioning via text mining [2]. Well studied methods
based on Information Retrieval and Information Extrac-
tion [3] have been used for mapping documents to a lower
dimensional concept space for semantic analysis. Based on
this type of analysis, non-obvious or even unknown (hence,
novel) relations between a drug and a disease may then be
uncovered.

Techniques for identification of biomedical relations
broadly belong to two categories: interaction based methods
and text mining methods [4]. The former use data from
“biomedical interaction” databases such as such as Genes-
to-Genes (e.g. STRING [5]), Genes-to-Chemical compounds
(e.g. STITCH [6]), Genes-to-Diseases (e.g. OMIM [7]) and
other more general repositories (e.g. IntAct [8]). The types
of biological relations in text can be a) semantic, b) gram-
matical, c) negation and coreference [15]. This work focuses
on identifying semantic relations among biological entities.

In addition to the interaction databases, many (if
not more) biomedical interactions are also described, al-
beit in the form of free-text, in scientific publications.
PubMed/Medline [30] is the largest and most comprehen-
sive biomedical database containing more than 21 million
(as of late 2014) biomedical abstracts. Medline is increasing
by over 700,000 abstracts every year. The availability of
biological knowledge in the form of free text (biomedical
literature), has motivated many research groups to apply
text mining methods in order to “extract” biomedical re-
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lations from free text [11]. Text mining approaches vary
from simple co-occurrence [12] - where two entities are
considered to be related if they occur in the same abstract,
to those using sophisticated Natural Language processing
(NLP) [13] and machine learning [14] techniques. Excellent
reviews of relation extraction methods can be found in [11],
[15], [16].

The NLP-based approaches differ from one another in
several aspects. One of them is the technique employed to
analyze the input text, i.e. Part-of-speech (POS) tagging [17],
shallow parsing [18] or full parsing [19] but also in the
methods for extracting and learning rules [11].

In general, a relation extraction system using NLP con-
sists of: a) Named Entity Recognition (NER) [28], b) Relation
Trigger Word Identification and c) Relation Extraction [31].
Each of these tasks is non-trivial presenting challenges such
as polysemy, affecting both NER and identification of trig-
ger words, owing to which several approaches have been
proposed for each of them [15]. While relation trigger word
identification is typically used in relation extraction it is
not a mandatory step and maybe left out in generalized
relation extraction systems. A pre-processing step may also
be included in order to facilitate the remaining steps. Pre-
processing module segments the document into basic text
units and augments the text for subsequent processing.

Several studies in the biomedical domain target binary
relation extraction due to its potential to enhance our knowl-
edge of protein-protein interactions [20], [21], [22], [27], [29].
Most such systems assume normalized entity names and
employ dictionary based approaches for the NER step [11].
The methods belong to two categories: a) rule-based ap-
proaches and b) machine learning-based approaches. Typi-
cally textual analysis such as POS tagging, syntactic parsing
and dependency parsing is applied in the sentences. A
combination of features is then extracted and represented
as a rule or used for training a classifier. Mostly, supervised
machine learning methods have been employed although
some attempts have been made to use semi-supervised
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and unsupervised machine learning techniques [4]. Support
Vector Machines (SVMs) have been used with great success
in machine learning based binary relation extraction tech-
niques [11], [23].

In this work, we present a sentence level binary relation
extraction system based on SVMs. Biological entities were
identified using a dictionary and pairs of entities were
classified by a SVM as related or unrelated to each other (per
sentence). We developed a novel approach for representing
a pair of entities, occurring in a sentence, as a feature
vector constructed from dependency tree based rules. We
used these feature vectors for building a classifier and
compared its performance to that of simple rule-based and
co-occurrence based methods. We also quantified the impact
of improved relation extraction in a “real world” scenario
using our Literature-Based Discovery platform [31], [32],
[33], [34], [35].

2 METHODS

2.1 Binary relation extraction

The binary relation extraction process developed in this
work is shown in Fig. 1. A trained classifier is built using
a corpus where sentences and related entities appearing in
them are known. A sentence containing a pair of proteins
can then be classified, as implying an interaction or a
lack thereof using this trained classifier. It should be noted
that a sentence containing n entities will be processed

(
n
2

)
times (combinatorial) i.e. once for each pair. The sentence
must first be pre-processed to ensure that the entities can
be correctly identified (Named Entity Recognition). This is
followed by generating a dependency parse tree for the
sentence. Finally, feature vectors are extracted from the tree
for classification.

Fig. 1. Overview of binary relation extraction process developed in
this work. A sentence is first pre-processed to ensure the entities
contained can be identified, this is followed by generation of a depen-
dency parse tree for the sentence. Subsequently paths relating pair
of entities extracted and feature vector constructed for classification,
adapted from [11].

Named entity recognition
To extract relations between entities, it is important to
correctly identify the entities. However, this is not a trivial
task due to issues such as polysemy and non-standard
gene/protein nomenclature used in the scientific text [11].
We use a dictionary-based approach to address the problem.
A list of entity names expected to appear in the corpus,
ensures that all entities are found during parsing. Further,
to avoid segmentation of multi-part entity names during
dependency parsing we pre-process the corpus replacing
space in such names with underscores (giving preference
to longer names). This is a basic heuristic that facilitates the
automated extraction task without leaving out the entities
that are described by lengthy clusters of noun phrases. This
straightforward approach to pre-processing safeguarded
that the entries of interest have been correctly recognized
and tagged. There was only one reservation about this
annotation option, namely that the ’shrinking’ of sentence
parts (especially NP phrases) might be counter-effective

Automatic rule extraction
We refer to a sequence of tags along the branches of
a dependency tree as a rule. Figure 2 shows a depen-
dency tree for a sentence. Using the tree the rule that can
be extracted showing a relation between NF-kappa B and
I kappa B beta inhibiter is: prep of:amod::prep by, with Con-
trol being the starting point. Given a sentence and entities
contained it is possible to determine the rules (paths) that
associate these entities using the dependency tree for the
sentence. We developed a tool to automatically extract such
rules for all pairs of entities in a given sentence (from its
dependency tree). Repeating this process over the entire
corpus results in a set consisting of rules that a) apply to
entity pairs that are related and b) entity pairs that are
unrelated. The final set consists of all unique rules of the
former type and all unique rules of the latter type. It is
clear that the set will contain some overlapping rules (those
that associate both related and unrelated entities). We use
this set as the universe of complex linguistic rules (Ξ).
The rules extracted can themselves be used for rule-based
identification of relations between entities in a give sentence.

Fig. 2. The dependency tree generated for a sentence can be
used for associating biological concepts of interest. In this sen-
tence its clear that there exists a path between NF-kappa B and
I kappa B beta inhibiter.

Feature extraction and building a classifier
Using Ξ each pair of entities can be represented by a
feature vector of N dimensions, where N = cardinality of
Ξ. Conversion of an entity pair to feature vector is carried
out as follows. A dependency tree is generated for the
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sentence where the pair of entities appears. The tree is used
to extract all rules associating the pair of entities. A binary
vector of dimension N can then be generated by placing
1 for all rules in Ξ that are found for this pair of entities.
Thus a sparse vector representation, based on dependency
parsing, is generated for each entity pair for each sentence.
A training set generated using this procedure, consisting of
feature vectors for related entities and unrelated entities, can
be used to train a classifier.

2.2 Application to Literature based discovery (LBD)
With a view of carrying out a ’real-world’ evaluation of the
relation extraction process we integrate it to Biovista’s LBD
platform and compare the performance of the vanilla and
enhanced versions [35]. The LBD platform allows a user to
uncover indirect associations between biological concepts
such as Diseases, Drugs and Adverse Events giving the
user options on how the associations are scored and what
associations are considered at each stage. Further, the output
list is sorted by the strength of the associations, reflecting the
relevance of each concept to those input biological concepts.
We integrated the binary relation extraction process to the
LBD platform, allowing replacement of the co-occurrence
based list with a list generated by the relation extraction
process.

2.3 Datasets
The Genia Meta-Corpus dataset [26] was used as the
basis for creating the GMCR dataset used in this work
to benchmark the relation extraction process. The corpus
consists of 1000 MEDLINE abstracts with manually anno-
tated biomedical events and has been extensively used for
benchmarking Information Extraction systems. The Genia
dataset contains annotations per sentence which define the
entries in the text and correlate them with events. De-
tailed description of the format can be found online at
http://www.nactem.ac.uk/genia/genia-corpus. Briefly, the
entries (word or group of words) in a sentence are separated
into terms (Ts) and non-terms (As). The terms typically
refer to biological concepts while non-terms may or may
not belong to this category. Events, belonging to a short list
of events selected as relevant to biomedicine, define causes
and theme relationship.

Figure 3, shows an entity-relationship graph generated
from a sentence taken from the Genia Meta corpus. A cause
(theme) can be a term or another event. Using this informa-
tion we extracted pairs of terms (biological concepts) that
are related to one another. For example sentence 1 of abstract
with pubmed id 10022882 - “Reactive oxygen intermediate-
dependent NF-kappaB activation by interleukin-1beta requires
5-lipoxygenase or NADPH oxidase activity” - consisting of
annotations shown in Table 1. From the figure relations
extracted would be T1-T2, T3-T2 and T4-T2. Table 2 shows
the size of the resulting dataset.

Two datasets, listed in Table 3, were used for quantifying
the impact of improving relation extraction on literature
based discovery. Both datasets comprise commonly used
drugs for Alcohol addiction and Multiple Sclerosis. Drugs
are presented by their active ingredients. Drug names were
extracted from free-text using all their synonyms, including
brand names to increase recall at the NER step.

TABLE 1
Tags and associated terms extracted from Genia Meta Corpus for the

first sentence of the abstract with pubmed if 10022882.

Tag Term in text
A1 Reactive oxygen intermediate
T1 NADPH oxidase
T2 NF-kappaB
T3 Interleukin-1beta
T4 5-lipoxygenase

Fig. 3. Sample event tree generated from Sentence 1 of annotated
abstract with Pubmed Id 10022882 in the Genia Meta Corpus.

TABLE 2
Size of the pre-processed dataset generated from GENIA

meta-corpus to maximize NER.

Total number of abstracts 1000
Total number of unique sentences 9372
Total number of relations 6735

The pre-processing applied to the corpus replaces spaces in all
multi-part entity names with underscores. This ensures that when the
corpus is parsed the entities are identified correctly. Nested entities
and associated relations are lost because the pre-processing is biased
towards longer entity names.

TABLE 3
Dataset with Alcohol addiction used for quantitative impact of

relation extraction on literature based discovery.

Alcohol Addiction Multiple Sclerosis
Flunarizine Interferon-beta
Aprepitant Copolymer 1
Sertraline Mitoxantrone
Clozapine Natalizumab
Aripiprazole Cyclophosphamide
Entacapone Mycophenolate Mofetil
Amantadine Azathioprine
Naltrexone Methotrexate
Acamprosate Fingolimod
Disulfiram Prednisone
Donepezil Dalfampridine

3 RESULTS AND DISCUSSION

3.1 Experimental system used

All experimental results presented in this work were gen-
erated on a Intel Xeon X5660 CPU running at 2.80GHz
with 24Gb of RAM. The processor contains 6 cores hyper-
threaded to 12 and each machine has two such processors.
Due to the large volume of data processing required (specif-
ically for the LBD step) two such machines were used for
distributing various tasks.
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3.2 Automatic extraction of rules and Feature vector
generation

We extracted linguistic rules from the GMCR dataset re-
lating biological concepts from sentence dependency trees
generated using Stanford-Core NLP [24]. Based on the
principles of unsupervised grammar induction, the Stan-
ford Dependency Parser (SDP) operates on the notion of
dependency, i.e. on the idea that the syntactic structure of a
sentence consists of binary asymmetrical relations between
the words of the sentence. In addition, it is a parsing system
that emphasizes the importance of local syntactic context,
thus making it useful for describing the interaction between
entities. This set captures rules which result in valid as well
as invalid associations between the concepts. This process
resulted in generation of a rule set consisting of 89528 rules.
A binary feature vector, for a pair of entities in a sentence, of
dimension 89528 can then be generated by placing 1 at in-
dexes corresponding to rules that appear in the dependency
tree of the sentence. A classifier trained with features based
on such a rule set must therefore also be able to find the
combination of such rules that correctly identifies relations.

3.3 Performance comparison of SVM classifier with co-
occurrence

In order to benchmark the binary relation extraction pro-
cess we compared it with a co-occurrence based co-relation
extraction system. The simple co-occurrence based system
assumes that when two entities appear together in an ab-
stract they are necessarily related to each other. A natural
consequence of this simple assumption is that, when named-
entity recognition (NER) is assumed to have Precision and
Recall equal to 1, the co-relation extraction system has
Recall equal to 1.0 since all possible relations are captured.
However, a side effect of this is high False Positive count
lowering the Precision of the overall system. Nevertheless,
such a system serves as an excellent baseline system, be-
cause a subject matter expert (e.g., a Biologist or Clinician)
using the information extracted is likely to prefer higher
False Positives than False Negatives. Further, we also com-
pared the performance of using the rules extracted with the
classifier.In order to use the rules without a classifier a pair
of biological concepts with contain a path in the dependency
tree (of the sentence) that appears in the rule set are assumed
to be related.

Figure 4, shows the results of SVM parameter analysis.
We used a subset of the dataset, with equal number of
positive and negative feature vectors (10% of the positive
feature vectors), to find the best combination of SVM pa-
rameters. In order for the classifier to be generalizable it is
ideal that it has balanced performance on both the classes
(positive and negative) in terms of accuracy. The figure
shows that a balanced performance across four metrics -
Precision, Recall, F-score and True Negative Rate (Accuracy
on -1) - was achieved in our experiments at a value of g =
0.01, c = 100 and w = 2. We also carried out 10 iterations of
evaluation with the most balanced classifier, with the test set
containing being unique from the training set, to not the av-
erage performance of the SVM classifier on the four metrics.
Table 4, shows the average performance of the classifier with
the mean and standard deviation of the values obtained. As

can be seen the classifier performance does not have a large
variation which is a desirable characteristic. Subsequently,
a leave-one-out analysis of the classifier (over the entire
dataset) yielded Precision of 0.99 and Recall of 0.16. The
performance was attributed to the large imbalance between
the negative and positive feature vectors in the training set
(15:1). If a more balanced dataset is used the performace
expected would be closer to that obtained in Table 4.

 0
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 1
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Precision
Recall
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Fig. 4. Variation of F-measure, Precision (P), Recall (R) and Accuracy
on -1 with change in c parameter of the SVM (g = 0.01 and w = 2).
The best performance for a balanced classifier is achieved at c = 100.

TABLE 4
Mean and standard deviation of SVM performance, g = 0.01 c = 100

and w = 2, in terms of Precision, Recall, Accuracy (Acc.) on +1
(identifying sentence with a relation) and Accuracy on -1

(identifying sentence without a relation) calculated over 10
iterations

Precision Recall Acc. (+1) Acc. (-1)
Mean 0.59 0.49 0.49 0.64
Standard Deviation 0.08 0.11 0.11 0.14

Table 5 shows a comparison of the SVM classifier with
those of the co-occurrence and simple rule-based systems.
As expected for the co-occurrence based system the Recall is
very high because any pair occurring together in a sentence
is considered to be related, however this comes at the cost
of the Precision of such a system. The rule-based relation
identification, based on the Auto-rule extraction, performs
slightly better than simple co-occurrence in terms of Preci-
sion but has very low Recall. This is because such a relation
identification system has no generalization and only fea-
tures that have been seen in the training set can be correctly
identified in the test set. However, the SVM classifier is
capable of learning and generalizing and out-performs both
the simplistic baseline systems. Finally, while it is difficult
to compare different relation-extraction schemes, due to the
differences in specifics and datasets, our method copmares
favorably with those of other state-of-the-art methods with
an F-score of around 0.50 as presented in [11].
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TABLE 5
Comparison of relation extraction performance between simple

co-occurrence, rule based extractor using the automatically extracted
rules and the SVM.

Method Precision Recall TNR F-measure
SVM 0.59 0.59 0.60 0.59
Auto-rules 0.04 0.1 0.99 0.06
Co-occurance 0.01 1.0 - 0.02

Co-occurrence based relation extraction correctly identifies all relations
but has the drawback of having very low precision. The Auto-rule
based relation extraction improves the precision while retaining the
recall. The SVM clearly has the best performance on the comparison
metrics.

3.4 Qualitative analysis of classifier based relation-
extraction

Finally we compare the performance of the NLP advanced
LBD system with the base system on a real world dataset.
The starting point for the experiment is the Alcohol Ad-
diction disease (Multiple sclerosis disease) and the required
output is a ranked list of drugs likely to be related to
the disease. Table 6 and Table 7 show the performance
comparison between the different LBD setups. It can be seen
that as expected the SVM based LBD outperforms the basic
LBD and the LBD with the auto rule set. It was interesting
to note that the performance of the SVM based filtering
scheme andthe auto-rules were comparable. This suggests
the high-quality of the rule set that was extracted by the
automatic procedure. Clearly the rule set provides sufficient
diversity to capture previously unseen relations. However,
the SVM based approach is likely to be more generalizable
and therefore it is likely to be the better approach to use.

TABLE 6
Relative ranks of drugs in LBD results with Alcohol Addiction as

the starting entity.

Drug Base LBD Auto-rule SVM
flunarizine 1429 502 1274
aprepitant 1392 1448 1208
sertraline 286 129 96
clozapine 66 100 116
aripiprazole 184 135 84
entacapone 1202 1973 1930
amantadine 179 211 303
naltrexone 26 6 2
acamprosate 394 14 8
disulfiram 34 2 6
donepezil 696 289 408

Each column shows the rank of the drugs in LBD results when the
first-level expansion is filtered by the specific relation extraction
method (co-occurrence, auto-rule and SVM). Cells with the best rank
achieved per row are highlighted.

These experiments have shown that some of the true
positives (e.g. good drug candidates for repositioning) may
be found as “low” as position 1000. While this number
might seem large, it is still the top 1000 of 20,000 possible
drugs, in other words it represents the top 5% of the list.
Furthermore since many of the better-placed candidates
may be clear false positives, we feel that the burden on
the subject matter expert of shifting through the top 5% of
a list is usually well worth the effort. Put more precisely,

TABLE 7
Relative ranks of drugs in LBD results with Multiple Sclerosis as

the starting entity.

Drug Base LBD Auto-rule SVM
Interferon-beta 2 1 1
Copolymer 1 15 3 2
mitoxantrone 196 6 12
natalizumab 25 9 7
Cyclophosphamide 18 17 84
Mycophenolate Mofetil 369 69 52
Azathioprine 271 34 27
Methotrexate 109 33 30
fingolimod 24 5 4
prednisone 139 22 25
dalfampridine 3163 27 15

Each column shows the rank of the drugs in LBD results when the
first-level expansion is filtered by the specific relation extraction
method (co-occurrence, auto-rule and SVM). Cells with the best rank
achieved per row are highlighted.

this decision may ultimately be left to the user who will act
taking into account the stakes at hand. If the “lower hanging
fruit” are suitable and available from a discovery and IP
perspective, then the experts effort may be limited to the
top 2-3% of each list. If however the ”lower hanging fruit”
are not available, then the end user may choose to extend his
effort to the top 5-6% of the ranked list with a good chance
of finding useful correlations.

The above results suggest that false positives in correla-
tions diminish the performance of the predictive platform
and reduce the sensitivity towards the different parameter
combinations. Effort should be therefore expended in reduc-
ing the number of false positive in correlations for example
through the use of NLP techniques.

4 CONCLUSION

In this work we present a novel approach for sentence-
based Binary relation extraction from Biomedical literature
(specifically from PubMed abstracts). We have developed
a novel method for mapping rules extracted from the de-
pendency tree of the sentence to feature vectors that can be
used for training and classification using an SVM classifier.
Our results, show that the SVM classifier achieves an F-score
of 0.59 outperforming simple rule-based (F-score of 0.06)
and co-occurrence (F-score of 0.02) based systems. Further,
we show that such a classifier can have a high impact on
the performance of a Literature Based Discovery system in
terms of associating diseases and drugs by presenting two
”real world” examples.

Precise automated relation extraction systems in com-
bination with high-throughput Literature Based Discovery
(LBD) platforms can reduce the amount of data required
to be manually analyzed by subject matter experts. In a
discovery set-up where it is often more important to ensure
that ”no stone is left unturned” we believe that this man-
machine relationship will serve the purpose better than one
that may offer better precision but at the expense of missing
discovery opportunities. Furthermore in the specific case
of where the raw materials (i.e. our knowledge of biology
and disease) are incomplete and often conflicting, building
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biological causation arguments that incorporate multiple
causal paths may be a prudent approach to utilize.

Due to the positive outcome observed in our experi-
ments, we plan to extend our work, through the use of more
sophisticated NLP tools such as Anaphora, Nominalization
and Negation to increase Recall. More experimental evalua-
tion will be required to study the impact this would have on
the overall classifier performance. Another direction of work
that we intend to investigate is qualifying the relations by
way of recording trigger words or other context words. This
would allow deeper analysis into types of relations that are
problematic and perhaps use ensemble of classifiers each
dedicated to a different type of relation.

ACKNOWLEDGMENTS

This work was supported by the European Union ICT
Program (Project ”p-medicine from data sharing and in-
tegration via VPH models to personalized medicine” FP7-
ICT-2009.5.3, #270089).

The authors wish to acknowledge Drs. Spyros Deftereos,
SVP, Drug Discovery at Biovista and Eftychia Lekka, Senior
Investigator at Biovista for their help with the sets of Drugs
chosen for Alcohol Addiction and Multiple Sclerosis and
also their overall contribution as subject matter experts in
Drug Repositioning.

REFERENCES

[1] Ted AT, Karl TB. Drug repositioning: identifying and developing
new uses for existing drugs. Nature reviews. Drug discovery, Vol.
3, No. 8. August 2004. doi:10.1038/nrd1468. pii:673-83

[2] Bisgin H, Liu Z, Kelly R, Fang H, Xu X, Tong W. Investigating
drug repositioning opportunities in FDA drug labels through topic
modeling, BMC Bioinformatics. 2012. pp: 13.

[3] Salton G, McGill MJ. Introduction to Modern Information Re-
trieval. McGraw-Hill, Inc.; 1986.

[4] Changqin Q, Meng W, Fuji R. An Unsupervised Text Mining
Method for Relation Extraction from Biomedical Literature. PLoS
One. 2014 Jul 18. doi: 10.1371/journal.pone.0102039

[5] Mering C, Huynen M, Jaeggi D, Schmidt S, Bork P,
Snel B. STRING: a database of predicted functional as-
sociations between proteins”. Nucleic Acids Res 31. 2003.
doi:doi:10.1093/nar/gkg034. pii:258261.

[6] Kuhn M, von Mering C, Campillos M, Jensen LJ, Bork P. STITCH:
interaction networks of chemicals and proteins. Nucleic Acids
Research. 2008. doi:10.1093/nar/gkm795. pii:D684-D688.

[7] Online Mendelian Inheritance in Man, OMIM. McKusick-Nathans
Institute of Genetic Medicine, Johns Hopkins University (Balti-
more, MD), date. World Wide Web URL: http://omim.org/

[8] Orchard S et al. The MIntAct project–IntAct as a common curation
platform for 11 molecular interaction databases. Nucleic Acids
Research. 2013. doi: 10.1093/nar/gkt1115

[9] Bairoch A, Apweiler R. The swiss-prot protein sequence database
and its supplement trembl in 2000. Nucleic Acids Research. 2000
Jan 1. pii: 4548. doi: 10.1093/nar/28.1.45

[10] Bader GD, Donaldson I, Wolting C. Bind the biomolecular inter-
action network database. Nucleic Acids Research. 2003 Jan 1. pii:
248250. doi: 10.1093/nar/gkg056

[11] Bui QC. Relation extraction methods for biomedical literature.
PhD thesis. 2012 September. doi: 978-90-6464-578-5.

[12] Chen ES, Hripcsak G, Xu H. Automated acquisition of disease-
drug knowledge from biomedical and clinical documents: An
initial study. Journal of the American Medical Informatics Asso-
ciation. 2008 Jan-Feb. pii: 8798. doi: 10.1197/jamia.m2401

[13] Rinaldi F, Schneider G, Kaljurand K. Mining of relations be-
tween proteins over biomedical scientific literature using a deep-
linguistic approach. Artificial Intelligence in Medicine. 2007 Feb.
pii: 127136. doi: 10.1016/j.artmed.2006.08.005

[14] Rink B, Harabagiu S, Roberts K. Automatic extraction of relations
between medical concepts in clinical texts. Journal of the American
Medical Informatics Association. 2011 Sept-Oct. pii: 594600. doi:
10.1136/amiajnl-2011-000153

[15] Deyu Z, Dayou Z, and Yulan H. Biomedical Relation Extraction:
From Binary to Complex. Computational and Mathematical Meth-
ods in Medicine. 2014. p11: 18 pages. doi:10.1155/2014/298473

[16] Bach N, Badaskar S. A review of relation extraction.
http://www.cs.cmu.edu/ nbach/papers/A-survey-on-Relation-
Extraction.pwd.

[17] Kenneth WC. A stochastic parts program and noun phrase parser
for unrestricted text. Proceedings of the second conference on Ap-
plied natural language processing. Association for Computational
Linguistics Stroudsburg. 1988. doi:10.3115/974235.974260.

[18] Clahsen F, Harald C. Grammatical Processing in Lan-
guage Learners. Applied Psycholinguistics. 2006. pii:3-42.
doi:10.1017/S0142716406060024

[19] Schafer U. Integrating Deep and Shallow Natural Language Pro-
cessing Components Representations and Hybrid Architectures.
Ph.D. thesis, Faculty of Mathematics and Computer Science, Saar-
land University, Germany. 2007.

[20] Thomas P, Pietschmann S, Solt I, Tikk D, Leser U. Not all links are
equal: exploiting dependency types for the extraction of protein-
protein interactions from text. Proceedings of the 49th Annual
Meeting of the Association for Computational Linguistics: Human
Language Technologies. 2011 June.

[21] Bell L, Zhang J, Niu X. A statistical approach for extracting
protein-protein interactions. Proceedings of the ACM Conference
on Bioinformatics, Computational Biology and Biomedicine. 2011
August.

[22] Li Y, Hu X, Lin H, Yang Z. Learning an enriched representation
from unlabeled data for protein-protein interaction extraction.
BMC Bioinformatics. 2010.

[23] Culotta A, Sorensen J. Dependency tree kernels for relation extrac-
tion. In Proceedings of the 42nd Annual Meeting on Association
for Computational Linguistics. 2004. doi:10.3115/1218955.1219009.

[24] Manning CD, Surdeanu M, Bauer J, Finkel J, Bethard SJ, McClosky
D. The Stanford CoreNLP Natural Language Processing Toolkit.
Proceedings of 52nd Annual Meeting of the Association for Com-
putational Linguistics: System Demonstrations. 2014. pii: 55-60.

[25] Murat CG, William MP, Christopher DJ. Recent Advances in
Literature Based Discovery. Journal of the American Society for
Information Science and Technology. 2006.

[26] Kim J, Ohta T, Tsujii J. Corpus annotation for mining biomedical
events from literature. BMC Bioinformatics. 2008.

[27] Yakushiji A, Tateisi YM, Jun-ichi T. ’Event Extraction From
Biomedical Papers Using a Full Parser’. Pacific Symposium on
Biocomputing. 2001. pii:408-419.

[28] Wang X, Tsujii J, Ananiadou S. Classifying relations for biomedical
named entity disambiguation’. EMNLP ’09: Proceedings of the
2009 Conference on Empirical Methods in Natural Language
Processing: Volume 3. Association for Computational Linguistics.
2009.

[29] Daraselia N, Yuryev ES, Novichkova S, Nikitin A, Mazo I. Ex-
tracting human protein interactions from MEDLINE using a full-
sentence parser. Bioinformatics. 2004. pii: 604-611.

[30] PubMed: MEDLINE Retrieval on the World Wide Web. Fact Sheet.
United States National Library of Medicine. 2002-06-07. Retrieved
2015-06-08.

[31] Rinaldi F1, Schneider G, Kaljurand K, Hess M, Andronis C, Kon-
standi O, Persidis A. Mining of relations between proteins over
biomedical scientific literature using a deep-linguistic approach.
Artificial Intelligence in Medicine. 2007 Feb. pii:127-36.

[32] Andronis C, Sharma A, Deftereos S, Virvilis V, Konstanti O,
Persidis A, Persidis A. Mining scientific and clinical databases to
identify novel drug uses. In ”Drug Repositioning: Bringing New
Life to Shelved Assets”, ed. Michael J. Barratt and Donald E. Frail.
John Wiley & Sons, Inc. (2012).

[33] Lekka E, Deftereos SN, Persidis A, Persidis A, Andronis C. Liter-
ature analysis for systematic drug repurposing: a case study from
Biovista. Drug Discovery Today. 2011. pii:103-108.

[34] Andronis C, Sharma A, Virvilis V, Deftereos S, Persidis A. Liter-
ature Mining, Ontologies and Information Visualization for drug
repurposing. Brief Bioinformtics. Jul 2011.pii:357-368.

[35] Deftereos SN, Andronis C, Friedla EJ, Persidis A, Persidis A. Drug
repurposing and adverse event prediction using high-throughput
literature analysis. Wiley Interdiscip Rev Syst Biol Med. Feb 2011.

.CC-BY-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted October 21, 2016. ; https://doi.org/10.1101/082479doi: bioRxiv preprint 

https://doi.org/10.1101/082479
http://creativecommons.org/licenses/by-nd/4.0/


7

Anuj Sharma Anuj Sharma is currently working as a Data Scientist in
the innovation team for EXUS. He was a staff scientist and developer at
Biovista with expertise in Ontologies and Literature mining research.

Tina Lekka Tina Lekka is an independent scholar, currently working on
a book on Conceptual Metaphor Theory. Her PhD research was con-
ducted at University College London (UCL) and her academic interests
lie in the fields of Textual Analysis and Cognitive Linguistics.

Vassilis Virvilis Vassilis Virvilis is Head of IT at Biovista. He has a
PhD in Artificial Intelligence. He has a long standing interest in Machine
Learning Algorithms and Optimization.

Christos Andronis Christos Andronis is Vice President for Research &
Development at Biovista. He has a Ph.D. in Biochemistry from Imperial
College, London, UK. He has been involved in the design and imple-
mentation of Information Extraction systems and other Computational
applications relevant to Drug Discovery.

.CC-BY-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted October 21, 2016. ; https://doi.org/10.1101/082479doi: bioRxiv preprint 

https://doi.org/10.1101/082479
http://creativecommons.org/licenses/by-nd/4.0/

