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evelopmental processes are carefully or-
D chestrated. A multi-cellular organism can

only emerge from a single fertilised egg
cell because gene expression is robustly regulated
in space and time by networks of transcriptional
regulators. Single cell transcriptomic data allow
us to probe and map these networks in unprece-
dented detail. Here we develop an information
theoretical framework to infer candidate gene (co-
Jregulatory networks and distill mechanistic hy-
potheses from single cell data. Information the-
ory offers clear advantages for such data, where
cell-to-cell variability is all pervasive and sample
sizes are large. Higher-order information theoret-
ical functionals capture interactions and depen-
dencies between genes reliably in both in silico and
real data.

Background

Transcriptional regulation

Precisely controlled patterns of gene expression
are essential for the survival and reproduction of
all life-forms. Development provides the canon-
ical example, where changes in gene regulation
determine the path by which from a single fer-
tilised egg cell emerges a complex multicellular
organism. Intricate networks of transcriptional
activators and repressors have evolved to regu-
late the spatial and temporal expression of genes,
enabling organisms to adjust transcription levels

in response to environmental, developmental and
physiological cues [1-6]. Elucidating the struc-
ture of such gene-regulatory networks (GRNs)
has been a central goal of much recent systems bi-
ology research [7-14].

The structure of GRNs alone does not fully con-
strain their function, but it serves as an important
starting point for further analysis. The simplest
mathematical representations of GRNs are static
graphs, where each node represents a gene, and
edges depict either (i) relationships between tran-
scription factors and their targets; or (ii) connect
pairs of genes which show coordinated changes
in expression across conditions and/or time. The
former causal relationships are of course more in-
teresting from a mechanistic point of view, but
distinguishing regulatory and co-regulatory rela-
tionships is often not feasible from expression
data without making further assumptions, or us-
ing temporal or perturbation data. There are rel-
atively few comprehensively characterized GRNs
even at this coarse level of description; the most
reliable have been generated over many years and
in an often painstaking manner [5,6,15-17].

Network inference

The introduction of efficient high-throughput ex-
pression assays has driven interest in network in-
ference methods, and a variety of machine learn-
ing and statistical approaches are now available
to identify likely (co-)regulatory relationships be-
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Figure 1: Single cell transcriptomic data provides copy numbers (or suitable proxies thereof) of mRNA species present
inside individual cells. By considering pairs (or triplets, quadruplets, etc.) of mRNA species we can test for
statistical relationships among them. These dependencies may reflect coordinated gene expression of these
pairs (or groups) of genes, resulting from gene regulatory interactions or co-regulation. Once such sets of
genes that jointly change in expression are known, other statistical, bioinformatic, or text-mining analyses
can be used to identify likely transcriptional regulators for these sets of genes. By iterating such in silico
analyses with further, targeted experimental studies we can, in principle, build up a representation of the gene

regulatory network.

tween genes based on their gene expression pat-
terns. In addition to correlation-based networks
(perhaps the simplest way of identifying putative
relationships), Gaussian graphical models, (Dy-
namical) Bayesian networks, regression analyses,
and information theoretical approaches have been
used for network inference [18-24]. Combining
such approaches often confers slight but consis-
tent improvements in the quality of the predicted
networks [25-27].

A common challenge for all of these methods —
though not always fully acknowledged — is the so-
called large-p, small-n problem. This refers to the
situation, common for bulk transcriptomic stud-
ies, where p, the number of hypotheses, is greater
than n, the number of measurements; much in-
novative statistical research over the past two
decades has targeted this problem [28]. The in-
creasing availability of single cell data is, however,
ushering in a new era, where the number of exper-
iments — here, measurements obtained from sin-
gle cells — is becoming comparable to the num-
ber of potential pairwise gene interactions (see
Fig. 1); continuing advances in single cell tech-
nologies will enable substantial increases in sam-
ple size [29, 30].

Single cell experiments pose new statistical and
analytical challenges due to high levels of tech-
nical noise, but importantly also provide infor-
mation about the biological heterogeneity within
cell populations [31-35]. Such cell-to-cell vari-
ability offers the potential to gain new insight

into cell fate decisions and transitions between
cell states [1, 3, 4, 36-38]. Identifying the (co-
Jregulatory interactions that contribute to con-
trolling these processes is a key aim of many
single-cell transcriptomic studies [1, 36-40].

Here we develop, evaluate and apply an informa-
tion theoretical framework to detect statistical de-
pendencies among single cell mnRNA (scRNA) ex-
pression levels in order to infer candidate func-
tional relationships between genes.
tion theory provides a set of measures, chiefly
among them mutual information (MI), that allow us
to characterize statistical dependencies between
pairs of random variables [41, 42]. It has consid-
erable advantages over simpler measures such as
(Pearson) correlation, as it is capable of captur-
ing non-linear dependencies, and reflecting the
dynamics between pairs or groups of genes [43,
44]. Calculating these measures involves esti-
mating joint probability distributions, generally
requiring computationally expensive density esti-
mation [45, 46] or data discretization. These ap-
proaches are ideally suited to single cell data as
the large sample sizes enable more accurate (and
higher dimensional) empirical probability distri-
bution estimates, while discretization limits the
influence of noise and differing expression magni-
tudes of genes.

Informa-

In the next section, we summarise key information
theoretic measures [41, 42], including our pre-
ferred multivariate information (MVI) measure,
partial information decomposition (PID) [47, 48],
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before developing them into a framework for net-
work inference.

Information theoretic measures

The entropy, H(X), quantifies the uncertainty in
the probability distribution, p(x), of a random
variable X. For a discrete random variable, the en-
tropy is given by,

=-> p)

xeX

x)logp(x 1

which is maximal for a uniform distribution.
When considering the relationship between X and
asecond random variable, Y, we quantify the infor-
mation that one variable provides about the other
using the mutual information,

v — %, p(x,y)
1wy = 2, pew! Jterm)
= HX)+H(Y) — HX, Y).

)

This quantifies the difference between the joint
entropy, and the joint entropy assuming inde-
pendence of X and Y, and thus provides a non-
negative, symmetric measure of the statistical de-
pendency between the two variables. Given a
third variable, Z, the conditional mutual informa-
tion (CMI),
I(X;Y|Z)=H(X,Z)+H(Y,Z) —H(X,Y,Z) — H(Z),

(3)
quantifies the information between X and Y given
knowledge of Z.

A number of MVImeasures have been defined that
aim to quantify the statistical dependencies be-
tween three or more variables, but there is little
consensus as to the most appropriate metric [47].
Some of these measures (such as three-variable
MI, CMI and conditional entropies) are used in ex-
isting information theoretic based network infer-
ence algorithms [22, 23, 49, 50]. However, alter-
native MVI measures exist that offer a more de-
tailed examination of the relationships between
three variables, and in this work we make use of
PID [48].

PID considers the information provided by a sub-
set of source variables, e.g. S = {X, Y}, about an-

other target variable, e.g. Z. The variables in set S
can provide information about the target uniquely,
redundantly, or synergistically.
three variables, the mutual information between
the set S and the target variable is equal to the sum
of four partial information terms,

In the case of

I(X,Y;Z) =Synergy(Z;X,Y) + Unique(Z; X)+

Unique(Z;Y) + Redundancy(Z; X, Y)
(4)

The MI between a single variable in S and the tar-
get comprises a unique and redundant contribu-
tion, e.g.,
I(X; Z) = Unique(Z; X) + Redundancy(Z; X, Y).
(5)
Conceptually, redundancy is the portion of infor-
mation about the target that can be provided by
either variable in S alone, the unique contribu-
tions are linked to a specific variable in S, whereas
the synergistic contribution requires knowledge
of both variables in S (see Methods for more math-
ematical detail).

Existing network inference methods

Information theoretical methods of network infer-
ence are widely seen as powerful alternatives to
other approaches, such as regression-based mod-
els [51], Bayesian and dynamical Bayesian net-
works [52-54] and Gaussian graphical models [55,
56]. Here we compare our new algorithm against
several common information theoretic based net-
work inference methods, and thus briefly sum-
marise these approaches here.

Relevance networks [57] use the MI estimates (or,
in some cases, correlation) in order to detect
edges. As there is no reliable universal way of
determining the statistical significance of MI val-
ues, a threshold is typically chosen to determine
which edges are present and which ones are not.
This fails to account for the fact that MI may be in-
creased fornodes X and Z even though they only in-
directly interact via an intermediate node Y. The
Data Processing Inequality (DPI) allows us to sort
out some of these cases by virtue of the relation-
ship

I(X; Z) < min (I(X; V), I(Y: 2)), (6)
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Figure 2: Mean PID values for 3-gene networks with different topologies. PID values were calculated using data sim-
ulated from 3-gene networks with the topologies illustrated above each plot; the models used for simulation
assumed mass action (green) or thermodynamic (orange) kinetics. Each line graph shows the mean PID val-
ues calculated, with the horizontal axis labels indicating the PID contribution, e.g. the first four values show
the PID values with gene X as the target, consisting of the redundancy (R), unique contributions from gene Y
(Y) and gene Z (Z), and the synergistic contribution (S). The vertical dashed grey lines in the ‘One edge’ plot
indicate the unique PID values that are used as the basis for our inference algorithm. Here, all regulatory in-
teractions were assumed to be activating, the additional stimulating ligand targeted gene X, and the values
indicated are the mean PID values calculated from five sets of simulations (with different randomly sampled
initial conditions); results obtained with models that include both activating and inhibitory regulation are

shown in (see also Fig. S1).

which holds whenever X, Y and Z form a Markov
Chain. This post-processing of the MI values us-
ing the DPI is at the core of the popular ARACNE
algorithm [20, 58]. Thresholds on the pairwise
MIs are used to identify likely dependent pairs X,
Z; MI values above the threshold are then consid-
ered with every possible other node Y in light of
the DPL.

Given that MI values are affected by a number
of factors, including especially the variability of
each individual random wvariable, any global a
priori threshold may be highly problematic: it
will give rise to false positives as well as false-
negatives. In the context likelihood of related-
ness (CLR) algorithm [50, 59] the MI between
X and Z is considered against all MI values for
pairings of X and Z with all other variables Y.
Thus the threshold for each pair will reflect the
variabilities of both genes, as well as their rel-
ative levels of statistical dependence on other
genes. MRNET [60] aims to identify a mini-
mally redundant but maximally explanatory set
of variables/predictors (containing up to f vari-
ables/genes) for each target gene X in a greedy
manner.

All these methods start from the pairwise MI ma-
trix, and then use it in different ways. Even com-

piling the MI matrix is, however, fraught with po-
tential problems: the manner in which data are
treated (e.g. discretization), and the estimator
used for the entropy and MI both affect the perfor-
mance of the algorithms [61, 62]. When compar-
ing different approaches it is therefore important
to ensure that discretization and estimation of
MI are done identically. Without this it becomes
impossible to disentangle the relative strengths
and weaknesses of the different approaches that
are based on and interpret MI values. Below, in
the Methods, we discuss the different estimators
and discretization approaches that we use and
which are implemented in the Information-
Measures.Jl package (see Results: Software)
. Our comparisons with existing methods thus al-
ways start from the same MI matrix.

At every stage it has to be kept in mind, though,
what network inference is capable of [12], which
is not a reliable faultless reconstruction of the
molecular networks underpinning cell physiology;
instead it takes the observed variabilities in gene
expression (or any other random variable) and
looks for patterns of statistical dependence be-
tween pairs or groups of nodes (random wvari-
ables) in the network, quantifies these, and allows
us to rank these in an order that should mean
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that higher-ranked relationships are more likely
to represent true and meaningful functional re-
lationships, e.g. among genes in a cellular pro-
cess. It is therefore important to stress that “in-
ferred” edges are best considered as hypotheses
that can be distilled from the data.The aim here is
to develop a better quantification and ranking of
such dependencies/hypotheses and we will later
revisit the interpretation and limitations of such
approaches in more detail.
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Figure 3: PID values were estimated from data simulated
from a 10-gene in silico network (top) using
GeneNetWeaver [64]. Eachline graph shows
PID values estimated using genes 1 and 7 as the
sources, and each of the remaining genes in turn
as the target (graph titles, GX, indicate the target
gene). Four PID values are given in each graph
— the redundancy (R), the unique information be-
tween gene 1 and the target (G1), the unique in-
formation between gene 7 and the target (G7),
and the synergy (S). The mutual information be-
tween two genes is the sum of their unique in-
formation and the redundancy (Eq. 5). The ra-
tio of the unique information to the mutual infor-
mation tends to be higher between pairs of con-
nected genes (dashed vertical lines indicate the
unique contributions for connected genes).

Results

Single cell data are notoriously complex and their
analysis fraught with a host of potential prob-
lems [31-35, 63]: technical problems — e.g. are

zero mRNA expression measurements really ab-
sence of expression, or due to measurement sen-
sitivity — and conceptual problems abound. Cru-
cially, bulk or conventional mRNA expression
measurements cannot be relied upon as guides
or experimental validation of the much more de-
tailed population measurements. So in order to
validate and illustrate our approach we use in sil-
ico data sets where the true answer can be known
by definition to compare our approach to other in-
formation theoretical methods. We then consider
three real scRNA datasets; here the focus will be
to show which interactions/relationships are sug-
gested by our approach and to discuss the merit
and relevance of these predictions or inferences.
Along the way we will develop a set of guidelines
as to how these methods are best applied in the
analysis of new scRNA data.

Synthetic data generation and analysis

We investigate the usefulness of PID (including
in comparison to MI) for inferring network edges
using data generated from in silico models. Ini-
tially, we used stochastic simulations from sim-
ple directed 3-node networks of varying topolo-
gies, and estimated PID values from these simu-
lated data (as described in Methods). A distinc-
tive pattern is apparent in networks with a single
directed edge between two variables (‘one edge’
topology, Fig. 2) — the unique information be-
tween the two connected genes is notably higher
than both the unique information between uncon-
nected genes and the redundancy values between
all three genes. With increasing numbers of edges
within the network this pattern is lost, as we
would intuitively expect (Fig. 2 and S1). It is im-
portant to note that the pattern can only be ob-
served under simulation conditions that generate
variability in the observed variables (i.e. statisti-
cal relationships cannot be detected when the sys-
tem is at steady state; Fig. S1).

To explore whether this pattern also occurs for
triplets of nodes embedded in large networks,
we consider time series expression data simu-
lated from five different 50-gene networks using
GeneNetWeaver [64]. This software gener-
ates dynamical models of networks inspired by
known gene connectivity patterns in E.coli and
S.cerevisiae (Fig. S2). PID values were esti-
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Figure 4: PID values are estimated for every gene triplet (with each gene treated as the target gene in turn), and from
these the PUC, uyy, is estimated for every pair of genes. For each gene, X, a distribution, Sfx(u), is estimated
from its PUC scores with all other genes. The confidence of an edge between a pair of genes depends on the
cumulative distribution functions for each gene within the pair (i.e. the blue shaded areas); these confidence

scores are used to rank all possible network edges.

mated from these data for every triplet of genes
within the networks, and each triplet was classi-
fied according to its topology — six topological
arrangements were possible given the model as-
sumptions (maximum of one edge between each
pair of nodes, no self-regulation, and no feedback
loops). Mean PID values were calculated for each
group (Fig. S3), and the same distinctive pattern
(high unique versus redundant contributions for
connected genes) was observed for the triplets
with a single directed edge. Examining in silico
data from a 10-gene network suggests that the rel-
ative size of the unique information compared to
the redundancy — i.e. the proportion of MI ac-
counted for by the unique contribution (Eq. 5) —
may be more informative than the absolute unique
information (Fig. 3).

It should be noted that the unique information be-
tween any source gene X and target gene Y varies
depending on the third gene Z considered in the
triplet. The sum of the redundancy between the
three genes and the unique information between
X and Y is always the same, however: it is equal
to their MI (Eq. 5). Hence for any gene pair, the
ratio of unique information to MI varies depend-
ing on the identity of gene Z. We define the pro-
portional unique contribution (PUC) between two
genes X and Y as the sum of this ratio calculated

using every other gene in a network (where S is
the complete set of genes),

Unique,(X;Y)

ey 2 iy
ZeS\{x,v}
Unique,(Y; X)
+ > —xy O
ZeS\{X,Y}

this measure may be thought of as the mean pro-
portion of MI between two genes X and Y that is
accounted for by the unique information.

Incorporating PID into an inference algorithm

A novel network inference algorithm was devel-
oped using the PUC measure (Fig. 4). The redun-
dancy and unique information contributions are
first estimated for every gene triplet, then the
PUC is calculated for each pair of genes in the net-
work (Eq. 7).

Finding a threshold for defining an edge at this
stage is problematic, because the PUC scores are
distributed differently for each gene (see Fig. S4),
thus setting a global threshold for PUC scores
across the whole network risks biasing the results
by factors such as expression variability. This was
previously observed with MI and led to the devel-
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opment of measures that take into account the net-
work context, central to the CLR algorithm [50,
59]. A similar solution is employed here: an empir-
ical probability distribution is estimated from the
PUC scores for each gene (paired to every other
gene in the network), and the confidence of an
edge between a pair of genes is given by,

c= Fx(uX’y) + FY(uX,Y), (8)

where Fx(U) is the cumulative distribution func-
tion of all the PUC scores involving gene X (here,
we assume either a Gamma or Gaussian empirical
probability distribution).

Algorithm performance

Undirected networks were inferred from in silico
datasets for five 50-gene networks (Fig. S2) us-
ing ARACNE, CLR, MI, MRNET [65] and the new
PID-based algorithm. Accuracy of the inferred
networks was evaluated using the area under the
precision-recall curve (AUPR) and the area under
the receiver operating characteristic curve (AU-
ROC) [66].

The PID-based algorithm performs favourably
compared to the other algorithms (Fig. 5). In
agreement with the previous comparisons [27],
CLR performs particularly well and rivals PID
closely; it performs better than MI alone or
the other MI-based network reconstruction algo-
rithms, MRNET and ARACNE.

Application to single-cell data

Psaila et al. [67] used single-cell quantita-
tive PCR (sc-qPCR) to map the behaviour of
megakaryocyte-erythroid progenitors (MEP).
Their analysis revealed the existence of hetero-
geneity and population structure in this class of
cells, which had thus far been considered as a
uniform cell population. The parallel existence
of lineages that are primed preferentially for
a particular cell fate — megakaryocytic (MK-
MEP) or erythroid (E-MEP) — in addition to
multi-potent progenitors (Pre-MEP) that have
still some vestiges of myeloid differentiation
capacity, is just one of many emerging examples
for the need to revise our understanding of the
haematopoietic hierarchy [68-70] (which may

be flatter than had previously been thought).
Here we apply our PID-based algorithm to the
complete dataset of Psaila et al. [67] and infer
a candidate network that depicts the statistical
dependencies among the analysed genes. The
resulting network (we restrict the figure to show
the top 5% of edge confidence scores) is shown
in Fig. 6 (All Data). Network structures based on
pairwise MI scores from the same data showed
skewed degree distributions with the bulk of the
nodes unconnected (Fig. S5A).

Network inference requires variability in the data
and the level of this variability is crucially linked
to the ability to detect pairs of genes that vary in
harmony. Here, we are interested in the genes in-
volved in differentiation processes, and thus aim
to detect statistical relationships associated with
variability between different cell types, rather
than analysing the heterogenous expression of
genes within a single cell population. We therefore
infer networks using subsets of the data compris-
ing pairwise combinations of the three groups of
cells identified in [67]; these networks differ from
the network inferred using all the data, but much
less than would be expected for any random pair of
networks with the same number of nodes and de-
gree sequence (Fig. S5B). Furthermore, the net-
works inferred from E-MEP + MK-MEP and Pre-
MEP + MK-MEP data are more similar to each
other than either is to the E-MEP + Pre-MEP data
(Fig. 6). This could reflect that E-MEP cells are
closer to Pre-MEP cells than they are to the MK-
MEPs; this resonates well with the original au-
thors’ results.

We next wanted to consider the biological plau-
sibility of specific interactions identified using
our inference method (rather than considering the
structural characteristics of the whole networks
as above). To do so, we used two published mouse
embryonic datasets [70, 71] where the roles of
selected genes during the studied developmental
processes are fairly well understood.

Fig. 7A shows the network inferred using data gen-
erated by Guo et al. comprising expression mea-
surements of selected genes during early embry-
onic development (from oocyte to 64-cell blasto-
cyst stages) [71]. We again inferred networks us-
ing subsets of these data — in this case, we consid-
ered overlapping subsets of ‘early’ and ‘late’ cells
to reveal any temporal dependencies in the de-
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eral algorithms applied to five in silico datasets, generated

from 50-node networks (Fig. S2). Using Bayesian Blocks discretization and the maximum likelihood estima-
tor, the PID-based algorithm had the highest AUPR in three of the networks, and the highest AUROC in all

five networks. The algorithms used are described

mutual information scores alone to rank edges (i.e.

for the existing inference algorithms [65].

tected interactions. A number of known relation-
ships between genes are apparent in the network,
e.g. upregulation of Cdx2 and Gata3 transcription
factors (TFs) during the 8-cell to morula transi-
tion is identified as an edge in the ‘early’ network;
while the co-expression of primitive endoderm
specific TFs Creb312 and Sox17 is detected as an
edge in the ‘late’ network (consistent with the ap-
pearance of distinct cell types, including primitive
endoderm cells, in the blastocyst). A cluster of
known pluripotency and reprogramming factors
is also identified in the network (Pou5f1, Nanog,
Esrrb, KIf2 and Klf%4) — importantly, Sox2, another
key reprogramming factor is not connected with
these genes, but is known to be upregulated later
than the other factors [71].

Moignard et al. studied mouse embryonic
haematopoietic development, and used sc-qPCR
data to develop a Boolean network model of the
GRN underlying blood development [70]. In
Fig. 7B we compare the networks inferred from
these same data using our PID-based algorithm
and MI — we find the inferred PID network shares
a higher number of edges with the Boolean net-
work model, than the network constructed using
MI values alone (see Fig. S6 for node labels).
Although we of course do not know the ‘true’
structure of the GRN in this case (this is only
feasible when using in silico data), the Boolean

in Methods and Background, with MI indicating the use of
MI relevance network); the R package minet was used

model was shown to capture key cell states
observed experimentally and generated several
experimentally-validated predictions [70], thus
we use this as a benchmark to indicate the
biological plausibility of our inferred networks.

Guidelines & limitations

Any comparative analysis of information-based
GRN inference algorithms is influenced by a num-
ber of decisions, in particular: (i) how the data are
discretized, (ii) the choice of MI estimator, and
(iii) the metric used to evaluate performance. We
discuss the impact of each of these decisions and
offer guidelines for future analyses.

The information measures described here are all
built upon estimates of discrete probability distri-
butions, and yet mRNA expression data are con-
tinuous. Several algorithms and heuristics have
been developed to discretize data and estimate
empirical probability distributions from the re-
sulting discrete frequencies. We investigated two
methods for discretization, along with four MI es-
timators, as described in Methods.

All estimators were fairly accurate when used to
calculate joint entropies for two uniformly dis-
tributed random variables, but for more variables
their performance varies (Table 1). In such high-


https://doi.org/10.1101/082099
http://creativecommons.org/licenses/by-nc/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/082099; this version posted October 20, 2016. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made

E-MEP & MK-MEP  Pre-MEP & MK-MEP Pre-MEP & E-MEP

available under aCC-BY-NC 4.0 International license.

B

Pre-MEP
Significant Expression ‘
Differences

[ | Al / \
- Pre & E vs MK

Pre & MK vs E MK-MEP E-MEP

E & MK vs Pre
B e O @
- Pre vs MK

Prevs E
None

Megakaryocytes Erythrocytes

®

All Data

| 176 [ 222 |

204

Figure 6: (A) Networks inferred using the PID algorithm from subsets and the complete set of data (the top 5 % of

edges are shown). Node colours reflect differences in expression profiles between the three cell populations
and indicate which pairwise comparisons are statistically significant; we used Benjamini-Hochberg to correct
for multiple testing by controlling the false discovery rate to be below 5 %. The numbers on the brackets above
and below the networks indicate the distances (we used the network edit or Hamming distance) between pairs
of networks (see Methods). (B) Illustration of the relationship between the three subpopulations of MEP cells
— ‘Pre-MEP’ cells are enriched for erythroid/megakaryocyte progenitors but still retain some potential to
differentiate into other cell types (myeloid cells); ‘E-MEP’ and ‘MK-MEP’ cells are strongly biased towards
erythroid and megakaryocyte differentiation respectively (for details see [67]).

Table 1: Joint entropy estimates, in bits, for up to four independent random variables, calculated using different es-

timators. Each variable is uniformly distributed over n = 64 bins, with theoretical entropy, log,(n). The
theoretical joint entropy of independent variables is the sum of their entropies. The Dirichlet estimator is
given priors of% or 1, and the shrinkage estimator is given a uniform target.

No. of  Theoretical Maximum Miller-Madow Dirichlet Dirichlet Shrinkage
variables likelihood ) 1) (uniform)
1 6 5.9896 5.9973 5.9896 5.9911 6.0000
2 12 11.1629 11.4771 11.2134 11.8230  11.9998
3 18 11.9844 12.4803 15.9343 17.9915  18.0000
4 24 12.0000 12.4999 23.9283 23.9999  24.0000

dimension situations, the two estimators that
take a prior, the Dirichlet and shrinkage esti-
mators, retained their accuracy — at least when
the correct priors were used. When given the
wrong prior the Dirichlet and shrinkage estima-
tors were less accurate (Table 2). Rank agreement
between the estimators was increased by employ-
ing Bayesian Blocks discretization (Fig. S7); in
light of these findings, use of the Bayesian Blocks
algorithm is advised, and the maximum likelihood
estimator is favoured due to its simplicity.

The choice of discretization method and estimator
was found to influence the performance of the in-
ference algorithms, with effects varying depend-
ing on the algorithm and on the true network (Fig.
S8). Sampling frequency and dataset size also had

an effect, with better performance in general with
the availability of more data (Fig. S9). Due to
the number of influential factors, we advise cau-
tion when interpreting the results of this or any
such comparison as an exhaustive exploration of
these factors is not feasible; however we note that
the PID-based algorithm performed well in gen-
eral across the tested combinations of discretiza-
tion methods, estimators and datasets.

The metric used to evaluate algorithms also af-
fects the apparent performance of the inference
algorithms, evident here in the higher scores for
AUROC than AUPR (Fig. 5 and S8). This is a well-
documented phenomenon, caused by the true neg-
atives in a GRN vastly outnumbering the true pos-
itives, meaning that AUPR is the more meaning-
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Table 2: Estimates of the difference between joint and marginal entropies of four independent random variables. The
theoretical difference for independent variables is 0. Estimates are made for three sets of variables, drawn
from three different distributions (uniform, normal or exponential). The Dirichlet estimator is given priors of
% and 1, and the shrinkage estimator is given a uniform target.

Maximum Miller-Madow Dirichlet Dirichlet Shrinkage

likelihood (%) (1) (uniform)
Uniform 11.9523 11.4831 0.0240 0.0461 0.0009
Normal 8.7385 8.2674 3.1902 3.1170 3.1168
Exponential  4.5887 4.1413 7.2181 7.4598 6.5322

ful measure, despite AUROC being more widely-
used [66].

Software

A new open-source package for estimating MVI
measures was implemented in the Julia pro-
gramming language [72]. The package, named
InformationMeasures.jl supports infor-
mation measures such as entropy, MI, condi-
tional MI, interaction information and PID; the
maximum likelihood, Miller-Madow, Dirichlet and
shrinkage estimators; and the Bayesian Blocks,
uniform width and uniform count discretization
methods.

Julia was chosen for its speed (Fig. S10), clear
mathematical syntax, growing availability of li-
braries and good integration with other languages.
The existing Discretizers.jl package is
used to implement the discretization methods
(uniform width, uniform count, Bayesian Blocks);
in some of our initial analyses we used the As-
troML Python implementation of the Bayesian
Blocks algorithm [73, 74].

In order to meet a wide range of requirements,
the package can be used simply for discretizing
data or for probability estimation. The formulae
for the information measures can be accessed di-
rectly and applied to pre-discretized data or prob-
ability distributions that have already been esti-
mated elsewhere.

A script that implements the PID-based network
inference algorithm (using the Julia programming
language [72]) is available from our website. The
algorithm has complexity O(n®) meaning that it
is best suited for small to medium-sized infer-
ence problems (Fig. S10). When analysing larger
datasets (e.g. as obtained using scRNA sequenc-

ing where data is available for thousands of genes),
a subset of (up to hundreds of) genes should first
be selected, e.g. based on prior knowledge of the
specific system being studied (or using functional
annotations of genes), or those that show high
variability between cell states or samples. This
not only makes the subsequent network inference
analysis computationally tractable, but will also
aid interpreting the results. As is the case for
other network inference algorithms, genes with
no variability in mRNA expression are uninforma-
tive, and should always be removed prior to analy-
sis.

Discussion

Numerous algorithms have been developed that
aim to infer the structure of biological networks
from observations of the constituent components.
Many make use of information theoretic mea-
sures that, unlike correlation, enable detection of
non-linear relationships between variables and, in
some cases, allow us to explore statistical depen-
dencies between three or more variables. Here,
we demonstrate that decomposing the mutual in-
formation between three variables into different
contributions using the multivariate information
measure PID [47,48] can help us to identify puta-
tive relationships between variables. We used in
silico datasets generated from known networks to
demonstrate that, as we might intuitively expect,
the unique information terms (Eq. 4) are particu-
larly informative about direct interactions.

Using these unique information terms, we devel-
oped an inference algorithm to score potential net-
work edges in a manner which explicitly takes
into account the local context for each gene rather
than setting global thresholds for edge scores.
Similar to CLR [50, 59], we use empirical distri-
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butions to find the highest scoring edges for each
gene in turn; both methods performed particularly
well across our comparisons with different in sil-
ico datasets, indicating the value and relevance of
this type of approach.

Considering gene context also impacts the types
of network structures we infer: in many cases,
we found that our approach results in more con-
nected networks which capture the most impor-
tant interactions for each node. By contrast, stan-
dard MI relevance networks tend to produce un-
balanced graphs which leave many orphan nodes,
and which have skewed degree distributions (e.g.
Fig. S5) as a result of high-variability nodes pre-
dominating among the nodes involved in pairs
with the highest MI values; such highly variable
genes would act as false-positive generators. This
should be borne in mind when selecting inference
algorithms, as depending on our beliefs about the
structure of the true network, and the aims of our
analyses, we may want to emphasise (or elucidate)
different network features. The choice of network
inference algorithm thus implicitly biases the re-
sults that we get. In favour of information theo-
retical measures (including PID) is that this is an
equitable measure of statistical dependency — by
equitability we mean that we do not bias system-
atically in favour of certain types of statistical de-
pendencies [75].

When comparing inference algorithms it is also
crucial to consider — or at least be aware of — the
many other factors (beyond the actual inference
algorithm) that may influence the result. Choice
of discretization and entropy estimation methods,
and performance metrics, as well as the particu-
lar dataset can all affect final algorithm rankings.
Although there are practical limits to how many
factors we can consider, we emphasise the need to
explore these issues to some extent to obtain reli-
able and fair comparisons. Here we demonstrate
robustly good performance of our algorithm as we
vary many of these influential factors.

Such comparisons will help us to understand
the strengths and weaknesses of different ap-
proaches, thus allowing us to choose the most
appropriate inference algorithms for our partic-
ular situation and data type. There is good rea-
son to favour ensemble or committee-type predic-
tors where more than one method is used to infer
edges; their predictions are pooled; and a merged

network is generated [13,25-27,76]. This simple
description hides a great number of steps, few of
which are statistically well worked out or under-
stood. For example, it is unclear what the mini-
mal requirements on an estimator are to be use-
ful in an ensemble (except that this depends, of
course, also on the whole panel of estimators in-
cluded in the procedure). Neither do we under-
stand how optimally to combine and weight dif-
ferent predictors. This is in principle straightfor-
ward in cases where we have training data (super-
vised learning), but this is rarely the case for the
problems currently being addressed with single
cell data. And while in silico performance lends
credibility to an inference procedure (we should
not trust a method that performs poorly under
such a sanitized setting), this may inadequatelyre-
flect the performance in real settings, especially
when our ambition is to model the dynamics (as
well as the connectivity) of biological networks.

Algorithm selection may also be influenced by
our prior knowledge about the underlying net-
work structure when this is available [77]. Some
inference algorithms incorporate these prior be-
liefs [78, 79], rather than a pure data-driven ap-
proach where the network solely depends on the
current dataset. While in many cases this can
enhance performance, it may not always be ap-
propriate to rely on existing knowledge. For ex-
ample, when analysing single cell data, we may
want to avoid biasing our conclusions by rely-
ing on knowledge largely gained from population-
averaged bulk data, in order to fully exploit the po-
tential of single cell data to provide new insights.

In parallel to addressing these methodological
challenges it is also important to develop bet-
ter, more informative experiments. Single cell
transcriptomic data often comprises cells har-
vested at different time-points (or under differ-
ent conditions); in some cases, cells may be di-
vided prior to subsequent transcriptomic analy-
ses into distinct subpopulations / phenotypes us-
ing FACS or similar methods that rely on known
cell-type markers. However, there is not nec-
essarily a direct correspondence between sam-
pling times and biologically interesting or rele-
vant events a priori due to heterogeneity within
the population (e.g. asynchronous development).
Instead pseudo-temporal ordering is used to place
cells into a sequence that may correspond to de-

11


https://doi.org/10.1101/082099
http://creativecommons.org/licenses/by-nc/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/082099; this version posted October 20, 2016. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC 4.0 International license.

Dppal Téfap2a
RaghE  Tia2) )
/' '{Atpwzr\ N

Lepi)
Tei23 o

(Fn1)
Pdgfa Gatas

Grhi}
l Gatab N

Bmps
(kits] Soxd I

]

Aap3

$nait
— Hand1t
Msx2 !
Fafr2 Cdx2

Inferred PID network

Inferred MI network

Tispan8

¥int4: —~ Eomes
/ - Tﬁ\ata@ 4
l Ah’ N ) Ce?pa

Cleb3)2 R/unxgéabz I Grrd)
- / - Rousi
Roxiy Nanog
\ Sallg— KI'M"\‘K\}QH/ 1
kn®) /\ .2(5 Y
\ Grhld=F¢fap: Esrry
=] Lo
- Sox13 (
X Pécam 1t
— carly — |ate e 3| / both

Figure 7: (A) PID interaction network inferred using early embryonic development data (oocyte to E4.25 blastocyst

stages) [71]. Graph edges indicate the top 5 % of putative interactions detected using the PID algorithm on
the complete dataset. Networks were also inferred using two overlapping subsets of the data — an ‘early’
subset that includes all cells collected from oocyte up to 32-cell E3.5 blastocyst stages, and a ‘late’ subset in-
cluding cells collected from 16-cell morula to 64-cell E4.25 blastocyst stages. Edge colours indicate temporal
dependencies of the identified relationships; red indicates an edge ranks in the top 5 % of edges in the early
network but not the late network, blue indicates the converse (late but not early), while grey indicates relation-
ships without specific temporal dependencies (i.e. only present in the network constructed using the complete
dataset, or present in both the early/late networks). (B) Comparison of networks inferred using haematopoi-
etic development data in [70]. Moignard et al. used single-cell expression data for 20 transcription factors
to infer a Boolean network model of blood development; we show a simplified representation of their model,
where nodes (genes) are linked by an edge if those genes are either directly linked, or linked via one Boolean
operation or set of update rules (genes linked in their model via a chain of multiple sets of update rules are not
connected here). We used our PID algorithm or MI alone to infer networks of putative interactions between
genes using these same data, and compare the edges identified in each of these three networks (numbers of

shared edges are indicated by the Venn diagram). For node labels, see Fig. S6.

velopmental change over time [1, 38, 80-82] (we
note that recently these approaches have received
some criticism as they are based on simplistic as-
sumptions about the development process [4]). In
situations where we believe these assumptions to
be reasonable (and thus the inferred temporal or-
derings realistic), we could potentially make use
of this temporal information to infer directionality
of gene interactions within networks [22, 49, 83,
84]. Asfine-tuning the temporal sampling scheme
is less likely to be successful (except, perhaps, for
the simple maxim “the more time points the bet-
ter”) than for bulk-data we need to identify other
interventions that could lead to more informative
data. When to collect data, and which external
conditions should be considered, is still largely
guided by domain expertise with all the advan-
tages and problems that this entails. Simulation-
based experimental design approaches [85-88]
are required to ensure that we use single cell tech-
nologies to their best effect.

Methods that allow us to explore high-throughput
datasets and identify putative functional relation-
ships between genes are clearly needed to allow us
to effectively analyse the large quantities of single
cell transcriptomic data now available. It is cru-
cial, however, to remember the limitations of such
data-driven inference approaches when interpret-
ing the results: we can only hope to detect rela-
tionships where there is sufficient variability in
gene expression observed under the chosen exper-
imental conditions (and we may thus miss some
relevant functional relationships). The statistical
relationships we do observe may be merely correl-
ative (as without perturbation or temporal data
we cannot judge causality), however, in many in-
stances identifying genes which show coordinated
changes in expression state will still be of bio-
logical interest (even if there is no direct regu-
latory relationship between the genes). The in-
ferred relationships and network structure should
be viewed as a way of identifying patterns and pu-
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tative relationships from the data — which can be
used as the basis for further targeted experiments
or integration with other types of data — thus
serving as a hypothesis-generation tool to guide
promising areas for future research and investiga-
tion. Validating or invalidating any of these hy-
potheses experimentally may, of course, lead to a
revision of the network model.

Conclusions

n this study, we describe the development of a
network inference algorithm that is based on PID,
an easily interpretable multivariate information
measure. Using in silico single-cell gene expres-
sion datasets, we demonstrate better or compara-
ble performance of this algorithm relative to sev-
eral common inference algorithms that also rely
on information-theoretic measures.

Our extensive comparisons highlight the impor-
tance of considering a multitude of influential fac-
tors when making such comparisons — the algo-
rithms used to discretize continuous expression
data and to estimate information theoretic mea-
sures, as well as the metrics used to evaluate per-
formance can all influence the relative ranking of
competing inference methods. Of course, the per-
formance may also be affected by the nature of
the dataset — including the sampling frequency,
dataset size, and the structure of the true biolog-
ical network. It is clearly infeasible to exhaus-
tively consider all possible factors, but we empha-
sise the need to explore the influence of these vari-
ables in order to obtain robust and unbiased com-
parisons.

We apply our method to several published single-
cell gene expression datasets to illustrate how
we can explore statistical dependencies and iden-
tify putative biological relationships between the
observed variables (genes). Single-cell gene ex-
pression data are increasingly common and, with
advances in experimental technologies, dataset
sizes (i.e. number of cells) will further increase
enabling more accurate estimation of multivari-
ate information measures. As with all network
inference methods, we cannot expect to recon-
struct the exact structure of the underlying bio-
logical networks, but instead view such methods
as tools to explore the data; generate hypothe-

ses; represent the current state of understand-
ing; and guide further experiments, model devel-
opment and analyses.

Methods

Calculating PID terms

The partial information terms are calculated using
the specific information, I, which quantifies
the information provided by one variable about a
specific state of another variable [89, 90]; e.g. if
we consider the information provided by X about
state z of variable Z,

=> plxlz)

xeX

(o2 (o) s () - ©

If we consider S =

spec Z X

{X1,X2} and a target vari-
able Z, the redundant contribution is calculated by
comparing the amount of information provided by
each variable within S about each state of the tar-
get Z,

Redundancy(Z; X1, X>)

=> pl2)

zEZ

mln ISpec (z; X3).

(10)
Unique and synergistic contributions can then be
calculated using the redundancy and MI terms
(Eq. 4, 5).

Discretization algorithms

In order to use the entropy estimators described
here, continuous datasets must first be dis-
cretized. A number of algorithms exist to define
the total number and boundaries of the result-
ing partitions (or bins). One common simple ap-
proach is to use bins of equal width, with the num-
ber of bins determined heuristically, e.g. here we
use the nearest integer to the square root of the
size of the dataset, v/n[91]. A more sophisticated
approach is the Bayesian Blocks algorithm [74],
in which the number and widths of bins are cho-
sen by optimising a fitness function, without con-
straining the bins to be of equal width.
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Estimators

When a dataset is large enough, the empirical fre-
quencies can be considered to be an approxima-
tion of the true probabilities, referred to here as
the maximum likelihood approach. For sparser
datasets, a number of methods have been devel-
oped either for estimating the probability distribu-
tion from a set of frequencies, such as the Dirich-
let estimator and the shrinkage estimator, or for
estimating the entropy directly, as in the Miller-
Madow estimator [92,93].

The Dirichlet estimator refers to a group of
Bayesian estimators that take a Dirichlet distri-
bution as prior, but each with different parame-
ters [92, 94]. There is no consensus on the best
parameters to use, despite several proposed alter-
natives [92]; here, we use the same parameter, 1,
for each bin unless otherwise stated.

The shrinkage estimator is also Bayesian, com-
promising between the observed frequencies, un-
biased but with a high variance, and a prior (or
target) distribution, biased but with low wvari-
ance [92]. The estimate is affected by both the
choice of target distribution and the weight given
to the target (or shrinkage intensity). In the cur-
rent analysis the optimal shrinkage intensity is
calculated as described in [92], and the target dis-
tribution is the uniform distribution.

The Miller-Madow estimator is an entropy bias
correction that does not estimate the probabil-
ity distribution, and therefore cannot be mean-
ingfully applied to higher order information mea-
sures. Despite this it has been applied for the com-
parison of different MI-based algorithms [65], and
so it is included in this analysis, with the caveat
that its meaning is unclear.

Simulation of in silico 3-gene network data

We considered six 3-gene topologies (Fig. S1),
and used the Gillespie algorithm [95] to generate
stochastic simulations of gene expression time-
course data using two alternative model defini-
tions (based on thermodynamic or mass action ki-
netics). In both cases, we include an additional
activating stimulus that is present from halfway
through the simulation timecourse. This addi-
tional stimulus acts to perturb the system away

from a steady state, driving changes in gene ex-
pression that are necessary for relationships be-
tween genes to be observable. For model and sim-
ulation details, see SI Methods.

Simulation of in silico GeneNetWeaver network
data

Data were simulated using GeneNetWeaver [64],
which was used in the DREAMS5 (Dialogue on Re-
verse Engineering Assessment and Methods) net-
work inference competition [27]. GeneNetWeaver
uses dynamical models that consider mRNA tran-
scription and translation processes and generates
stochastic time series simulations. To mimic sin-
gle cell data, we simulated 700 time series exper-
iments for each network, with mRNA measure-
ments generated at seven time points; we sampled
asingle time point from each time series, resulting
in gene expression measurements for 700 ‘cells’
(100 cells at each time point).

Methods for analysis of real datasets
Published datasets

We analysed three published qRT-PCR datasets to
illustrate our network inference algorithm. Nor-
malised Ct values from Psaila et al. [67] were sub-
tracted from the assumed maximum, 40, and the
resulting dCt values used in our analyses. Nor-
malised dCt values from Moignard et al. [70] were
used directly for our analyses. Raw Ct data from
Guo et al. [71] were treated as described by the
original authors (dCt values were calculated as-
suming a limit of detection of 28, and normalised
on a cell-wise basis by subtracting the mean ex-
pression of housekeeping genes Actb and Gapdh;
all values corresponding to expression below the
limit of detection were set to -15).

Network Distances and Statistical Significance

The edit distance of a symmetric network [96] is
defined here as

d(G1,G2) = > |4} — A

0<i<j<N
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where Ag- denotes the (i,j) element of the adja-
cency matrix A? corresponding to network G; for
binary matrices such as here, this is simply a Ham-
ming distance, only for undirected networks can
we restrict the distance calculation to the upper
or lower triangular matrix.

In order to test whether this distance is in line
with expectations, we compare to the configura-
tion graph ensemble corresponding to the net-
works compared. That is for both G; and Gy we
randomly rewire edges but keep the degree of each
node fixed, and we repeat this procedure 10,000
times. This approach is appropriate as the most
general null model to generate confidence inter-
vals for network properties [97].
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S| Methods

Simulation of in silico 3-gene network data

The first thermodynamic model includes seven species: mRNA (x;) and protein (y;) corresponding to
three genes (i = 1,2, 3), and a stimulating ligand (s) which targets a selected gene. We define the
following reaction types with associated propensities,

Reaction Propensity
Xi — 0 AX;
yi — 0 NYi
xi— xi+y o rix)
0 — x fi(ya S)

to represent mRNA decay, protein decay, translation and transcription respectively, where A is the
protein / mRNA decay rate, translation is modelled according to saturation kinetics (with maximum

rate atranslation) , le., !

1+ (ki/x;)’
and transcription rates depend on the concentration of any regulating proteins (including the stimu-
lating ligand s if present) according to the relationship,

ri(xi) = Otranslation °

M
fi(y’ S) = O¥transcription * Z OémP{Sm},

m=0

where Qiranscription 1S @ constant transcription rate, M is the total number of possible states Sy, for gene
i (either unbound, or bound by one or two regulating proteins), and «,, is the relative activation rate
for each state. The probability of each state, P{S,,}, depends on the concentrations of the regulating
proteins, modelled according to standard thermodynamic principles (see e.g. [26] for details). For
example, if a gene has two possible regulators (proteins yj;, yx), we calculate the mean activation of
transcription of the target gene i using the function,

oo + QjXj + Xk T QX Xk
L+ x5+ Xk + XjXk

fily) =

where x; = (yj/k;), kj is the dissociation constant, and the possible states of the gene are unbound,
bound by y; or yi alone, or by both y; and yx. For our models, the maximum number of regulators for a
given gene is three (proteins y; and yj, plus the stimulating ligand s), but we assume a maximum of two
regulators can bind the gene at any one time (so we consider the gene states with each possible pair of
ligands bound, but not a state with all three bound).

For the thermodynamic model, we simulated timecourses from time 0 to 1000, with the stimulating
ligand s present from time 500 at a constant level of 20 molecules, and recorded the system state at
40 equally spaced intervals. We repeated the simulations 25 times — and calculated PID scores using
the resulting data — with the stimulus targeting each of the three genes in the network in turn (75
simulations in total, 3 sets of PID scores). We randomly sample initial mRNA (x;) and protein (y;) levels
from a U(0, 5) distribution. Model parameters were A = 0.02, Qtranscription = 2, translation = 2, and
k; = 50 (for all i = 1, 2, 3). Relative activation rates for transcription, «,,, depended on the number of
activating and inhibiting regulators present in each possible state Sp: a, = 0.1 (for the unbound state,
i.e. basal transcription), 0.001 if an inhibitor was bound (we assumed inhibition dominated activation),
and 5 if only activating regulators were bound.

The second mass action model that we consider also includes seven species: genes (g;) and
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mRNA /protein (x;) for i = 1,2, 3, and the stimulating ligand s. We assume that protein and mRNA
concentrations are equal (i.e. translation is instantaneous) and, unlike our first model, assume that a
gene can only be bound by a single protein at any time. The possible reactions and associated propen-
sities are,

Reaction Propensity
gi — gitx Kixn - Xi
xip — 0 kdecay " X
9i tx — gix; kon * i Xj
9ixj — gi+Xj kott - gix;
gix; —  giXj + x; kregulated - 9iXj

for basal transcription and protein decay, protein binding and unbinding from a target gene, and tran-
scription from a gene bound to a regulating protein respectively (where g;x; indicates gene i is bound
by regulating protein j).

For the mass action model, we simulated timecourses from time 0 to 400, with the stimulating ligand
present from time 200 at a constant level of 20 molecules, and recorded the system state at 20 equally
spaced intervals. We repeated the simulations 50 times with the stimulating ligand targeting each
gene. We initiated simulations with two copies of each gene (g; = 2), no stimulating ligand, and initial
mRNA /protein levels sampled from a uniform distribution (x; ~ U(0, 50)). Model parameters were
kixn = 1, kdgecay = 0.05,kon = 0.01, koge = 0.25, and kregulatea = 10 or 0.1 for activating and inhibit-
ing regulation respectively. Information measures were calculated from these data using the Matlab
package written by Timme et al. [47], following discretisation with the AstroML implementation of the
Bayesian Blocks algorithm [73, 74].
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Figure S2: In silico data were generated from models of five 50-gene networks with structures that mimic known tran-
scriptional sub-networks from E. coli (top row) and S. cerevisiae (bottom row); simulated data and the net-
work images here were generated using GeneNetWeaver [64].
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Figure S3: Every triplet of nodes (genes) in the network was assigned to one of six possible classes (based on the known
connectivity of genes, as indicated in network diagrams above each plot). For each triplet, twelve PID values
were calculated from the simulated data — there are four PID contributions with each gene treated as the
target gene in turn, consisting of a redundant, synergistic and two unique contributions (Eq. 4). Each line
graph shows the mean PID values calculated across triplets with the same topology, with the horizontal axis
labels indicating the PID contribution, e.g. the first four values show the PID values with gene X as the target,
consisting of the redundancy (R), unique contributions from gene Y (Y) and gene Z (Z), and the synergistic
contribution (S).
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Figure S4: Gamma distributions were fitted to the proportional unique contribution (PUC) scores (Eq. 7) for each gene
in a 50-node in silico network (for each gene X, a PUC score, uy.y, is obtained for that gene paired with each
other gene Y in the network). Due to the variability of these distributions, using a universal threshold for
inferring edges is problematic, thus we use the cumulative probability distributions for each gene to obtain
a final confidence score for network edges.
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Figure S5: (A) Comparison of the networks obtained using our PID algorithm (left) and MI values (right) to detect re-
lationships between genes using data from Psaila et al. [67]; in both cases, the top 5 % of PID confidences
scores or pairwise MI values are shown as edges. (B) Illustration of distances calculated between the net-
works inferred using the PID algorithm, and different subsets of the single-cell data (see Results and Meth-
ods for details). The blue histogram illustrates distances between pairs of random networks (with the same
number of nodes and degree sequence as the inferred networks, but random connectivity); vertical grey lines
indicate the distances calculated between the networks inferred using each subset of the data and the com-
plete dataset; and vertical red lines indicated the distances between networks inferred using each subset of
the data.
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Figure S6: Three networks inferred using sc-qPCR data from Moignard et al. [70]. A Boolean logic model was inferred
by the original authors [70] — here, the left image shows a simplified version of their model where edges are
only included between genes linked by one or a single set of Boolean update functions; the middle and right
images show the networks we infer using our PID-based algorithm or MI from the same dataset (note that we
restrict these networks to have the same number of edges in total as the Boolean model).
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Figure S7: MI was estimated for every pair of genes in a 50-gene in silico network, using different combinations of
discretization algorithms (uniform width or Bayesian Blocks [73, 74]) and MI estimators (Dirichlet, Miller-
Madow, shrinkage and maximum likelihood); see Methods for details. Each plot shows the relative ranks of
MI scores obtained using the maximum likelihood estimator (horizontal axis) versus one of the other estima-
tors (vertical axis); the top and bottom rows show results obtained using data discretized using a uniform
width or Bayesian Blocks algorithm respectively. MI ranks were the most consistent when using Bayesian
Blocks discretization.
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Figure S8: AUPR (A) and AUROC (B) scores quantifying the accuracy of inferred networks calculated using in silico

data simulated from five 50-gene networks (see Methods). Coloured lines indicate the results obtained with
different datasets. Each plot shows the results obtained using a different combination of discretization al-
gorithm (rows) and MI estimator (columns). Choice of algorithm and estimator clearly affects the relative
scores of the network inference algorithms, suggesting that comparisons made using only one combination
should be interpreted with caution; we find that the PID-based inference algorithm performs consistently
well across the different combinations. The R package minet was used to implement the existing network
inference algorithms [65].
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Figure S9: Networks were inferred using alternative datasets generated from the 50-gene in silico networks, with a
shorter time course and fewer cells (left) or a longer time course and more cells (right). AUPR scores indicate
the performance of different methods — in most cases, as expected, more data led to better performance. The
R package minet was used to implement the existing network inference algorithms [65].
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(A) Comparison of the times taken to calculate a matrix of pairwise MI values using the R package

minet [65] and our Julia package InformationMeasures. jl. Input data were simulated expres-
sion values for up to 1000 genes, with 700 values per gene; data were discretised using the uniform width
algorithm and times were measured using inbuilt functions in R and Julia. (B) Time taken to infer networks
of varying sizes using the PID-based inference algorithm implemented in Julia. Networks were inferred for
simulated datasets of up to 500 genes, with 700 expression values per gene.
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