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Abstract 24	

The feedback-related negativity (FRN) is a commonly observed potential in scalp 25	

electroencephalography (EEG) studies related to the valence of feedback about a 26	

subject’s performance. This potential classically manifests as a negative deflection in 27	

medial frontocentral EEG contacts following negative feedback. Recent work has shown 28	

prominence of theta power in the spectral composition of the FRN, placing it within the 29	

larger class of “frontal midline theta” cognitive control signals. Although the dorsal 30	

anterior cingulate cortex (dACC) is thought to be the cortical generator of the FRN, 31	

conclusive data regarding its origin and propagation are lacking. Here we examine 32	

intracranial electrophysiology from the human medial and lateral prefrontal cortex (PFC) 33	

in order to better understand the anatomical localization and communication patterns of 34	

the FRN. We show that the FRN is evident in both low- and high-frequency local field 35	

potentials (LFPs) recorded on electrocorticography. The FRN is larger in medial 36	

compared to lateral PFC, and coupling between theta band phase and high frequency LFP 37	

power is also greater in medial PFC. Using Granger causality and conditional mutual 38	

information analyses, we provide evidence that feedback-related information propagates 39	

from medial to lateral PFC, and that this information transfer oscillates with theta-range 40	

periodicity. These results provide evidence for the dACC as the cortical source of the 41	

FRN, provide insight into the local computation of frontal midline theta, and have 42	

implications for reinforcement learning models of cognitive control. 43	

 44	

Significance Statement: Using intracranial electrophysiology in humans, this work 45	

addresses questions about a frequently studied feedback-related electroencephalographic 46	

not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which wasthis version posted November 21, 2015. ; https://doi.org/10.1101/029058doi: bioRxiv preprint 

https://doi.org/10.1101/029058


	 3	

signal, illuminating anatomical and functional properties of the representation of 47	

feedback-related reinforcement during decision-making across the medial to lateral extent 48	

of the human prefrontal cortex.  49	

 50	

Introduction 51	

Modifying future behavior based on reinforcement is essential for survival in complex 52	

environments. A prominent event-related potential (ERP) observed on EEG is the 53	

feedback-related negativity (FRN), which manifests as the difference between ERPs 54	

evoked by positive and negative feedback (Walsh and Anderson, 2012). The FRN occurs 55	

approximately 250 ms after feedback, regardless of the feedback modality (Miltner et al., 56	

1997).  57	

 The FRN is most commonly observed on frontocentral EEG contacts, where its 58	

amplitude is highest (Miltner et al., 1997; Luu et al., 2003; Silvetti et al., 2014), but has 59	

also been observed on parietal contacts (Cohen and Ranganath, 2007; Pfabigan et al., 60	

2010). EEG and MEG source localization has commonly identified the dorsomedial 61	

prefrontal cortex (dmPFC), especially the dorsal anterior cingulate cortex (dACC), as the 62	

source of the FRN (Miltner et al., 2003; Herrmann et al., 2004; Luu et al., 2004; Roger et 63	

al., 2010; Doñamayor et al., 2011; Walsh and Anderson, 2013).  fMRI studies have found 64	

areas that have increased BOLD signal for positive feedback, compared with negative 65	

feedback (Nieuwenhuis et al., 2005b). These studies have implicated a broad network in 66	

FRN generation, including cingulate cortex, dorsolateral PFC (dlPFC) the basal ganglia, 67	

and amygdalae (Holroyd et al., 2004b). One recent study that combined the temporal 68	

resolution of EEG with the spatial resolution of fMRI localized the FRN to either the 69	
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dACC specifically, or to a distributed frontal “salience” network, depending on the 70	

analysis technique used (Hauser et al., 2013). 71	

 An influential account of FRN function based on reinforcement learning concepts 72	

links it to the reward system (Holroyd and Coles, 2002a; Holroyd et al., 2008). 73	

Mesencephalic dopamine projections to the striatum and dmPFC reinforce advantageous 74	

behaviors (Schultz, 2002). Phasic dopamine release is thought to encode reward 75	

prediction error (RPE) signals, or differences between expected and actual rewards 76	

(Schultz, 2013). Errors, resulting in negative feedback or reward omission, produce 77	

phasic decreases in dopamine release. As dopaminergic input is inhibitory to the dACC, 78	

phasic decreases disinhibit layer V dACC neurons, allowing them to depolarize and 79	

produce ERPs (Holroyd and Coles, 2002b). Indeed, FRN magnitude is directly 80	

proportional to RPE magnitude and the amount of behavioral adaptation in subsequent 81	

trials (Cavanagh et al., 2010). 82	

Recent studies have shown that the FRN, along with other frontocentral 83	

negativities such as the error-related negativity (ERN) and N2, share common features. 84	

Spectral analyses have demonstrated increased 4-7 Hz power, suggesting a common 85	

mechanism of communication for these frontal midline theta (FMΘ) signals (Holroyd et 86	

al., 2002; Chase et al., 2011; Cavanagh and Frank, 2014; Cavanagh and Shackman, 87	

2014). These signals are thought to convey aspects of cognitive control and may have 88	

evolved as reactions to threatening situations, engaging cognitive resources in times of 89	

high demand (Cavanagh and Shackman, 2014).  90	

Here we examine intracranial electrophysiology from the human dACC and 91	

dlPFC to localize and characterize the neural representation of prefrontal feedback 92	
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signals. We show that the dACC is the source of the FRN, that the information contained 93	

in this signal propagates to dlPFC, and that this communication occurs in the theta 94	

frequency band. 95	

 96	

Materials and Methods 97	

Ethics statement. The Columbia University Medical Center and Massachusetts General 98	

Hospital Institutional Review Boards approved these experiments. All patients in this 99	

study provided informed consent prior to participating in this research.  100	

Subjects. We examined intracranial electrocorticographic (ECoG) signals in 7 101	

patients (2 female) undergoing monitoring for medically refractory epilepsy. Eight-102	

contact depth electrodes (AdTech Medical, Racine, WI) were implanted through the 103	

mediolateral extent of prefrontal cortex (10 left hemisphere and 9 right hemisphere), thus 104	

providing simultaneous LFP recordings from dACC and dlPFC. Electrode placement was 105	

determined solely on clinical grounds, and participants were free to withdraw from the 106	

study without influencing their clinical care. 107	

Depth Electrode localization. Depth electrodes were localized using pre-operative 108	

magnetic resonance images (MRI) and post-implant computed tomography (CT) scans. A 109	

linear transform from CT space to pre-operative MRI space was designed using FMRIB 110	

Software Library's (FSL) linear transformation algorithm (Jenkinson and Smith, 2001). 111	

Next, a transform from patient MRI space to 2 mm Montreal Neurological Institute 112	

standard space using both linear and non-linear transforms was implemented (Jenkinson 113	

et al., 2005; Andersson et al., 2013). Depth electrodes’ medial and lateral-most contacts 114	
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were then respectively superimposed on the medial and lateral surface of the standard 115	

brain for visualization.  116	

Behavioral task. Recordings were acquired while patients performed the Multi-117	

Source Interference Task (MSIT) (Figure 1A) (Sheth et al., 2012). The MSIT is a Stroop-118	

like cognitive interference task requiring the subject to view a stimulus consisting of 119	

three numbers (composed of integers 0 through 3), and identify the one number (“target”) 120	

different from the other two (“distracters”). The subject has to indicate his/her choice on 121	

a 3-button pad. If the target number is “1”, the left button is the correct choice; if “2”, the 122	

middle button; and if “3”, the right button. Importantly, the subject must choose the 123	

correct button regardless of where the target number appears in the sequence. Reaction 124	

time (RT) was defined as the time between stimulus presentation and subject response. 125	

Differences in RT among conditions was tested for significance using a one way Kruskal-126	

Wallis test over interference types, and a Wilcoxon signed rank test between RTs for 127	

feedback conditions.  128	

The task contains two types of cognitive interference. Simon interference occurs 129	

due to the presence of spatial incongruence between the position of the target number in 130	

the stimulus and the position of the correct button on the button pad. For example, the 131	

correct choice for both “200” and “020” is the middle button; the first cue contains spatial 132	

interference (incongruence between the left position of the target number in the stimulus 133	

and middle position of the correct button choice), whereas the second one does not. 134	

Eriksen Flanker interference occurs due to the presence of distracters that are possible 135	

button choices. For example, the correct choice for both “133” and “100” is the left 136	
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button; the first cue contains distracter interference (“3” is a possible button choice), 137	

whereas the second one does not (“0” is not a possible choice). 138	

Patients received either valenced or neutral feedback in blocks of 10 trials. During 139	

valenced feedback trials, the target number changes color to indicate whether the patient 140	

responded correctly: green for correct responses and red for incorrect responses. During 141	

neutral feedback trials, the target number changes to blue regardless of the response 142	

(Figure 1A).  143	

Data collection and preprocessing. Neural data from depth electrodes were 144	

sampled at 500 Hz on the clinical data acquisition system (Xltek, Natus Medical Inc., San 145	

Carlos, CA). First, removal of the common mode was achieved by reconstructing the data 146	

without the first principal component, based on the covariance of all examined contacts 147	

(including white matter contacts) in each patient. This method removed DC offsets, 148	

common artifacts, and line noise present in the raw data. Spectrograms were then 149	

calculated using multi-tapered spectral analysis with a time-bandwidth product of 5 and 9 150	

tapers, 200 ms windows and 10 ms step sizes, and normalized relative to mean baseline 151	

spectra (500 ms prior to the appearance of the fixation point). High gamma activity was 152	

derived from the mean values of spectrograms between 70 and 125 Hz. These frequency 153	

limits were chosen to be above the line noise on the low end, and half of the Nyquist 154	

frequency on the upper end. To generate low-frequency ERPs, data were low-pass 155	

filtered at 40 Hz (150th order Fir filter) and averaged over trials.  156	

In order to motivate our frequency-specific hypotheses and compare this study 157	

with previous EEG studies, spectrograms and inter-trial phase coherence (ITC) were 158	

calculated from Morlet wavelet decompositions on 72 scales from 1 to 125 Hz. The 159	
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group spectrogram is the average of the absolute value of each subject’s spectrogram. 160	

ITC was derived from averaging the absolute value of the phase of the LFP at each 161	

frequency value in the wavelet decomposition over trials. Paired t-tests over trials were 162	

used to assess significant differences between feedback conditions during the outcome 163	

period for each frequency band in the time- frequency representations. These results were 164	

corrected for the number of frequency bands using the Benjamini-Hochberg false 165	

discovery rate (FDR) (Hochberg and Tamhane, 1987).  166	

FRN quantification. The FRN for both low and high frequency signals was 167	

defined as the difference in signal between correct and neutral feedback trials. We did not 168	

calculate the difference between correct and incorrect feedback responses because of the 169	

low error rate (see below). Previous work has shown that the FRN is dependent upon 170	

expectations established by the context, such that an FRN is observed for negative 171	

feedback when the range of outcomes varies from neutral to negative, but for neutral 172	

feedback when the range varies from positive to neutral (Holroyd et al., 2004a; 173	

Nieuwenhuis et al., 2005a; Jessup et al., 2010). 174	

To account for variation in the size of the mean ERP between medial and lateral 175	

sites, low frequency FRN amplitude was quantified by normalizing the maximum FRN 176	

amplitude by the ERP amplitude (i.e the difference between the minimum and maximum) 177	

at each contact. FRN amplitude is therefore reported relative to the size of the mean ERP 178	

at each site. For high frequency signals, the FRN was quantified by examining 179	

differences in high gamma power during feedback presentation. Hypothesis testing for 180	

these results were carried out using Mann-Whitney U tests within patients and between 181	

feedback conditions for both low frequency signals and high gamma power.  In order to 182	
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address causal influences of feedback-related representations in dACC and dlPFC, we 183	

calculated the latency of the FRN signal as the point of separation of the averaged high 184	

gamma traces for neutral and correct feedback as long as that separation was maintained 185	

for at least 500 ms. Latency was further quantified as the peak cross-correlation of 186	

evoked high gamma signals between medial and lateral contacts.  187	

Phase-amplitude coupling. To determine whether there was a functional 188	

interaction between low and high frequency LFPs we examined phase-amplitude 189	

coupling between a range of low frequency (2-25 Hz) phases and high-gamma power for 190	

each channel separately.  The high-gamma power was determined with the Hilbert 191	

transform of the band-pass filtered signal between 70 and 125 Hz (4th order butterworth). 192	

Frequencies for phase were filtered with a 3 Hz-wide band-pass filter centered on each 193	

phase frequency (4th order butterworth). Phase values were extracted using the arctangent 194	

of the real and imaginary values of the Hilbert transforms of each filtered low-frequency 195	

band. High gamma amplitudes were then binned in 32 phase bins between –!  and ! for 196	

each low-frequency band and retained for further analysis. To determine significantly 197	

modulated phase frequencies, each phase frequency’s distribution of high gamma 198	

amplitudes was tested for significant modulation with a Kolmogorov-Smirnov goodness-199	

of-fit test against a uniform null distribution and corrected for the number of frequency 200	

bands using the FDR (Hochberg and Tamhane, 1987). The best frequency-for-phase for 201	

each electrode and patient was also determined from the Kolmogorov-Smirnov goodness-202	

of-fit test, as the most significant frequency-for-phase band. 203	

In order to quantify the amount of modulation in significant frequency-for-phase 204	

bands, modulation indices were calculated for significantly modulated frequency-for-205	
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phase bands. Modulation index was calculated in a similar manner to Canolty et al. 206	

(Canolty et al., 2006) and Miller et al. (Miller et al., 2010; 2012). Briefly, the analytic 207	

signals returned from the Hilbert transforms of the filtered ECoG data for each trial, n, 208	

were separated into their amplitude and phase components !! and !!.  The modulation 209	

index used here is the magnitude of the vector defined by the complex variable 210	

 211	

!! =  !!!!!!   212	

 213	

during the feedback period. Significance was determined by comparing distributions of 214	

these vectors projected onto the mean vector for each feedback condition using ANOVA, 215	

and the Tukey-Kramer test for pairwise comparisons.  216	

Granger Causality. Granger causality (GC) is a commonly used metric to infer 217	

directional connectivity among brain areas (Seth, 2010); (Boatman-Reich et al., 2010); 218	

(Barnett and Seth, 2014; Rodrigues and Andrade, 2014). GC measures the extent to 219	

which one signal can predict another by imposing time lags on one signal and examining 220	

resulting changes in the regression coefficients of an autoregressive model of both 221	

(Granger, 1969; Seth and Edelman, 2007). Here within subject GC was determined using 222	

the Multivariate Granger Causality Toolbox for Matlab (Barnett and Seth, 2014). We 223	

examined all possible interactions between the two medial- and lateral-most contacts 224	

among all electrodes in each patient, for the feedback period. We considered interactions 225	

between combinations of pairs of electrodes in this frontal network (630 possible 226	

connections). The Lyapunov exponents of the autoregressive model based on the raw 227	

data were initially greater than one, indicating that the data did not meet the criteria of 228	
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stationarity required for GC analysis. A µ-law compressor, with µ = 255, was therefore 229	

applied to the z-scored broadband time series to compress the dynamic range of the 230	

signals while maintaining the phase structure necessary to infer directional connectivity. 231	

The multivariate autoregressive model, A, henceforth had a stable spectral radius 232	

(!(!) = 0.96). Appropriate model order specification was determined using the 233	

Bayesian information criterion (Bressler and Seth, 2011). A model order of 22 was 234	

determined to be optimal for each of the seven patients and the mean±standard deviation 235	

(over the seven patients) number of lags used was 104.34±36.71 samples.  236	

Statistical significance was determined by testing the distribution generated by the 237	

multivariate autoregressive model against a theoretical !!-distribution. The criterion for 238	

significance was set at 0.05 after correction for multiple hypotheses (Hochberg and 239	

Tamhane, 1987).  240	

Permutation Conditional Mutual Information. GC analysis relies on several 241	

assumptions that may not always hold in ECoG data, including stationarity, as mentioned 242	

above. Conditional mutual information (CMI) was therefore examined as an additional 243	

measure of information transfer between medial and lateral contacts. CMI is an 244	

information theoretic measure of information transfer between cortical areas or recording 245	

sites. CMI has been used to describe information transfer in cortical circuits without 246	

relying on Gaussian statistics or imposing time delays on neural data (Quinn et al., 2010; 247	

Salvador et al., 2010; Smith et al., 2012; 2013). 248	

Here we computed the permutation, or symbolic, CMI (Li and Ouyang, 2010; 249	

King et al., 2013). For permutation CMI, broadband time series were discretized into 250	

groups of 6 symbols, 3 samples at a time, representing changes in the recorded voltage on 251	
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each contact. Probability distributions were then generated from the pairwise frequencies 252	

of symbols derived from the two signals being compared (Keller and Lauffer, 2003; 253	

Zunino et al., 2010). CMI was then computed as  254	

 255	

! !;! ! = !(!)
!∈!

! !,! ! !"# !(!,!|!)
! ! ! !(!|!)

!∈!!∈!
 

 256	

Where F represents feedback, X is the response in one cortical area and Y is the response 257	

in another cortical area. p(f) is the probability a trial contains feedback; p(x) and p(y) are 258	

the probabilities of observing responses x and y respectively. 259	

We calculated CMI for epochs during and just before the feedback period for 260	

medial- and lateral-most pairs of contacts on each electrode. Symbolic CMI therefore 261	

tells us how much information a signal contains about feedback valence, given that we 262	

know the response to feedback valences on the other end of the electrode. CMI regarding 263	

feedback valence was calculated for the medial electrode given that the response in the 264	

lateral electrode was known and then for the lateral electrode given that the response in 265	

the medial electrode was known. This calculation was made in 250 ms windows sliding 5 266	

ms in time for 4 seconds surrounding feedback presentation. 267	

We also calculated CMI for the same data with randomly shuffled samples for use 268	

in statistical comparisons. Permutation CMI is a relative measure of information transfer. 269	

Statistically significant differences from shuffled data were therefore interpreted as 270	

representing information transfer from one cortical area to the other cortical area. 271	

Statistical significance was assessed within patients using a modified !2 test, comparing 272	

!2 distributions generated from 2!!"#! times the lateral-to-medial and medial-to-lateral 273	
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CMI to the !2 distribution from the shuffled data (Fan et al., 2000). Here N is the number 274	

of trials, and the degrees of freedom for each distribution are based on the number of 275	

possible responses for each stimulus presentation and the total number of presentations 276	

(Ince et al., 2011). 277	

          To quantify the amplitude and phase of oscillations observed in the CMI signal, 278	

multi-taper spectra (5 leading tapers and a time-bandwidth product of 3) of the CMI 279	

signals were calculated.  280	

 281	

Results 282	

 283	

Behavioral data 284	

Seven subjects performed the task with similar behavior as has been previously reported, 285	

with RT increasing with amount of interference in the stimulus (Figures 1B and C) 286	

(Horga et al., 2011; Sheth et al., 2012). There was no significant difference in RT 287	

between trials with valenced vs. neutral feedback (Wilcoxon signed rank, P = 0.78, N = 288	

7) (Figure 1D). Subjects had a 1.6±1.3 % error rate over an average of 289±65.3	trials 289	

per subject. 290	

 291	

Depth electrode localization  292	

Each depth electrode had 8 contacts. In most electrodes, the two medial- and lateral-most 293	

contacts were determined to be within gray matter. The middle four contacts in each 294	

electrode were predominantly in white matter and therefore were not examined. Two 295	

medial contacts on one electrode were also determined to be in white matter. This 296	
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electrode was excluded from further analysis. We therefore examined responses on 72 297	

cortical contacts over all 7 patients. Figure 2 shows the medial and lateral most contacts 298	

in each patient projected onto the medial and lateral surfaces of the MNI standard brain.  299	

 300	

FRN is evident in high and low frequency signals and is larger in dACC than dlPFC 301	

We found evidence for differential representations of feedback valence in both low and 302	

high frequency components of the ECoG recordings (Figures 3A and 3B; Paired t-tests, 303	

all p < 0.01). Figure 3C depicts a representative feedback-locked ERP demonstrating the 304	

low-frequency FRN. This intracranial FRN was significant in the low frequency averaged 305	

LFP across subjects (Kruskal-Wallis one-way ANOVA, p << 0.01, df = 71 contacts). 306	

There was a main effect of feedback valence in 32 of 36 medial electrodes and 32 of 36 307	

lateral electrodes (Tukey-Kramer, all p = 0.0013, N = 36 contacts each), indicating that 308	

the FRN commonly observed on scalp EEG is evident in intracranial recordings. Low 309	

frequency FRN was significantly greater in medial (dACC) contacts than lateral (dlPFC) 310	

contacts (Mann-Whitney U test, p = 0.0041, N = 32 contacts) (Figure 3E).  311	

 Given the relationship between high-gamma ECoG signals and local neuronal 312	

processing (Manning et al., 2009; Miller et al., 2009; Ray and Maunsell, 2011; Buzsáki et 313	

al., 2012; Einevoll et al., 2013), we also examined the high-gamma representation of the 314	

FRN in dACC and dlPFC (Figure 3D). Feedback significantly affected high-gamma 315	

responses across subjects (Kruskal-Wallis one-way ANOVA, p << 0.01, df  = 71 316	

contacts). Within subjects, and across trials, there were also significant differences in 317	

evoked high-gamma power between correct and neutral feedback trials in 34 of 36 medial 318	

electrodes and 22 of 36 lateral contacts. As with low frequency potentials, a medial-to-319	
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lateral decreasing gradient in FRN amplitude was observed in high-gamma responses 320	

(Mann-Whitney U test, p = 0.00096, N = 22 contacts) (Figure 3F). Furthermore, latency 321	

of the FRN response was shorter in medial compared to lateral contacts (two-sample t-322	

test, p = 0.02, N = 22 contacts) (Figure 3G). Cross-correlation of medial and lateral high 323	

gamma signals corroborated this result by estimating the mean latency as 79 ms over 324	

patients (Figure 3H). These results indicate that the FRN is likely generated medially, in 325	

the dACC.  326	

 327	

High and low frequency LFPs are functionally related, more so in medial PFC 328	

We next examined coupling between low frequency (2 – 25 Hz) LFP phase and high 329	

frequency (70 – 125 Hz) LFP amplitude. We found significant phase-amplitude coupling 330	

(PAC) between theta phase and high gamma amplitude in all subjects (Kolmogorov-331	

Smirnov goodness-of-fit test, all p < 0.01, N = 50 contacts each, corrected for FDR due to 332	

23 null hypotheses) (Figure 4A, B). The peak frequency-for-phase was 5.1 ±0.2 Hz for 333	

correct feedback trials and 4.8±0.4 Hz for neutral feedback. There was no significant 334	

difference in best frequency-for-phase between medial and lateral contacts (Kruskal-335	

Wallis one-way ANOVA, p = 0.27, dF = 71 contacts). The magnitude of the theta-high 336	

gamma coupling, as measured by the modulation index, was significantly greater for 337	

correct feedback trials than for neutral feedback trials in medial (Tukey-Kramer, p = 338	

0.0052, N = 36 contacts), but not in lateral (Tukey-Kramer, p = 0.0598, N = 36 contacts) 339	

contacts (Figure 4C). In addition, the difference in theta-high gamma coupling between 340	

correct and neutral trials was greater in medial contacts than lateral contacts (Tukey-341	

Kramer, p = 0.0098, N = 36 contacts) (Figure 4E). These results tie the local activity of 342	
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the dACC and PFC to the theta rhythm that can be observed on scalp EEG and show that 343	

feedback information is also represented in the strength of theta-gamma coupling in 344	

dACC. 345	

 346	

Information transfer between dACC and dlPFC 347	

The above results provide support for the hypothesis that the FRN is generated in the 348	

dACC, and that modulation of theta-gamma coupling in the dACC encodes feedback-349	

related information. We next sought to determine the functional relationship between 350	

feedback signals across dACC and dlPFC, hypothesizing that these signals propagate 351	

from dACC to dlPFC. 352	

To do so, we first used Granger causality (GC) techniques to study temporal 353	

correlations between dACC and dlPFC activty. To account for the non-stationarity of 354	

ECoG data, we compressed response-aligned broadband signals on all electrodes. Both 355	

medial-to-lateral and lateral-to-medial interactions were significant (!2-Test, both p < 356	

0.01, df = 6, corrected for 12 hypotheses using the FDR), although GC was 357	

insignificantly greater for medial-to-lateral interactions (Figure 5A). Peak spectral 358	

pairwise-conditional causalities were greatest in the low theta range (mean±std = 359	

4.44±0.67 Hz) (Figure 5B). These results suggest that there are reciprocal interactions 360	

between dACC and dlPFC. 361	

To avoid contending with the violations of GC assumptions typical of ECoG data, 362	

we further employed an analysis insensitive to these assumptions. We computed 363	

information transfer between medial and lateral PFC using a conditional mutual 364	

information (CMI) approach. CMI is a single-trial measure of the reduction in uncertainty 365	

not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which wasthis version posted November 21, 2015. ; https://doi.org/10.1101/029058doi: bioRxiv preprint 

https://doi.org/10.1101/029058


	 17	

about the variable of interest obtained by observing the current trial’s neural data from 366	

one contact given that one knows the response on another contact. In our case, CMI is a 367	

relative measure of the dependence of feedback valence representation in one cortical 368	

area on the other cortical area. Lateral-to-medial information transfer for each subject 369	

was not significantly greater than shuffled data after feedback presentation (!2 test, all p 370	

> 0.01) and did not oscillate above a constant model (F-test, F = 0.288, p = 0.83) (Figure 371	

6). However, CMI was significantly greater than shuffled data for medial-to-lateral 372	

information transfer for each subject (!2 test, all p < 0.01), and oscillated (F-test, F = 373	

36.50, p << 0.01) in the theta range (mean±std = 5.1±2.4 Hz) (Figure 6A,B). These 374	

results support the notion of a largely unidirectional dACC-to-dlPFC transfer of 375	

feedback-related information that oscillates with theta-range periodicity. 376	

 377	

Discussion 378	

We examined the neural representation of prefrontal feedback signals using human ECoG 379	

with simultaneous medial and lateral PFC recordings. We report four main findings: 1) 380	

Low and high frequency ECoG signals from human PFC are sensitive to feedback 381	

valence. 2) These signals are larger and arise earlier in dACC compared to dlPFC. 3) 382	

Spectral analysis demonstrated that theta-gamma coupling modulation underlies these 383	

signals, and is also greater in dACC. 4) Information transfer analyses showed that 384	

feedback-related information is transferred from dACC to dlPFC with theta periodicity. 385	

These data thus provide direct evidence that the dACC is the cortical source of the FRN, 386	

and that theta modulation serves as a mechanism for communication of feedback-related 387	

information between dACC and lateral PFC. 388	
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 389	

FRN localization: Direct support for a dACC source 390	

Previous EEG source localization studies have posited various sites of origin for the 391	

FRN. Whereas the dACC is a common finding, others include the posterior cingulate 392	

cortex and basal ganglia (reviewed in (Walsh and Anderson, 2012)) All these structures 393	

receive input from midbrain dopaminergic cells, making them candidate regions for 394	

producing RPE signals. Source modeling of EEG has been helpful, but the requirement of 395	

solving the inverse problem from peripherally (scalp) recorded data makes identification 396	

of a single source difficult. 397	

 Our direct human intracranial recordings demonstrated the FRN at the level of 398	

individual electrode contacts in both low and high frequency ranges. Although signals 399	

were seen in both dACC and lateral PFC, those from dACC were larger and had shorter 400	

latencies. Human ECoG recordings have their own limitations: most importantly, that 401	

electrodes can only be placed based on clinical grounds. Because the basal ganglia are 402	

not a typical onset site for seizures, they are seldom placed there for epilepsy 403	

investigations. On the other hand, electrodes are frequently placed into the subthalamic 404	

nucleus and globus pallidus internus during deep brain stimulation procedures to treat 405	

movement disorders such as Parkinson disease and dystonia(Zavala et al., 2013; 2014). 406	

Investigation of feedback responses in these nuclei in humans is therefore possible, and 407	

will be the subject of future work. 408	

 A recent combined EEG-fMRI study modeled the fMRI response informed by the 409	

EEG and also identified the dACC as the FRN source (Hauser et al., 2013). Their 410	

dynamic causal modeling analysis also showed that FRN signals were not arriving to 411	
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dACC from other structures. Thus taking the current study and previous studies together, 412	

there seems little doubt that the dACC is the source of the FRN. 413	

 414	

FRN dynamics: theta modulation 415	

There is increasing evidence that the FRN and similar potentials, such as the conflict-416	

elicited N2 and the error-related negativity, share a physiological basis, namely 417	

modulation of theta power (Holroyd et al., 2004a; Cavanagh and Frank, 2014). This 418	

commonality has lead some to propose the existence of an interrelated group of cognitive 419	

control signals known as frontal midline theta (FMΘ). FMΘ is an increase in theta-range 420	

(4-7 Hz) spectral power observed in the event-related potentials recorded on frontocentral 421	

EEG contacts. This group of FMΘ signals is thought to employ theta modulation as a 422	

means of communicating a certain class of information with other brain regions. FMΘ 423	

may be a signature of dACC activation in response to threats, either corporeal or 424	

cognitive, in order to signal the need for behaviorally relevant attentional control 425	

(Cavanagh and Shackman, 2014). 426	

 The current data show that the amplitude of high gamma activity, thought to be an 427	

indicator of local neuronal processing (Miller et al., 2009; Buzsáki et al., 2012), coupled 428	

to the phase of low frequency oscillations specifically in the theta band. The modulation 429	

of this phase-amplitude coupling was sensitive to feedback valence, and was stronger in 430	

dACC than in dlPFC. Furthermore, our information transfer analyses both showed peaks 431	

in the theta range. The linear, parametric analysis, GC, indicated reciprocal interaction 432	

between dACC and dlPFC that was dominated by the theta range. In the context of the 433	

current study, GC has some caveats. First, that we applied a compressor to the signal in 434	

not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which wasthis version posted November 21, 2015. ; https://doi.org/10.1101/029058doi: bioRxiv preprint 

https://doi.org/10.1101/029058


	 20	

order to achieve stationarity and second, that the duration of the responses, especially 435	

those high frequency responses lasting longer than 500 milliseconds, could bias the 436	

analyses. Conditional mutual information analysis, which is nonlinear and nonparametric, 437	

showed that feedback information arising in dACC propagated to dlPFC, and information 438	

from dlPFC did not propagate to dACC. Despite the inclusion of broadband LFP in this 439	

these analyses, the spectral composition of this information transfer showed a prominent 440	

peak centered at 5 Hz. All of these results support the contention that the dACC utilizes 441	

theta range oscillations to communicate with other cognitive control centers.  442	

 Our data thus lend support to the importance of FMΘ signals in general, and to the 443	

association of the FRN with this group in particular. The conception that FRN, and FMΘ, 444	

originates in the dACC, yet is represented in dlPFC is also consistent with our results. 445	

While some EEG studies have suggested that FMΘ arises through reciprocal activation of 446	

medial and lateral prefrontal cortex (Asada et al., 1999), the intracranial 447	

electrophysiology we present indicates a largely unidirectional, medial-to-lateral transfer 448	

of feedback-related information. Another EEG study suggested that FMΘ is associated 449	

with increased theta range synchrony among increasingly lateral scalp electrodes 450	

(Cavanagh et al., 2010). However, theta power on these lateral scalp electrodes correlated 451	

with neither prediction error nor behavioral adaptation (Cavanagh et al., 2010). Our 452	

results indicating that dACC sends information to lateral prefrontal areas via a theta 453	

rhythm could explain these EEG results. 454	

 Theta oscillations have also been observed in the dACC in other species. 455	

Simultaneous single neuron and LFP recordings have enabled investigation into the 456	

mechanism and function underlying theta modulation. Previous rat (Narayanan et al., 457	
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2013) 	and monkey (Womelsdorf	et	al.,	2010)	studies have demonstrated that medial 458	

PFC neuronal spiking synchronizes with theta rhythms, and the magnitude of this 459	

coherence correlates with behavioral measures of cognitive control. These results argue 460	

for a mechanism by which theta-band oscillations sharpen spiking output to particular 461	

phase intervals within a theta cycle (Womelsdorf et al., 2010). This mechanism of 462	

temporal focusing may synchronize distant regions within a cognitive control network 463	

and promote more efficient spike-based communication between them.  464	

Spike-phase coupling has been previously described as a means of integrating 465	

brain-wide networks (Fries, 2005; Lakatos, 2005; Lakatos et al., 2009; Womelsdorf et al., 466	

2010). One salient example of low-frequency LFP phase coordinating neuronal 467	

population activity in distributed networks showed that prefrontal neurons are sensitive to 468	

distinct, yet diverse array of rhythms (Canolty et al., 2010). As in the current study, theta 469	

band modulation has frequently been observed in PFC (Canolty et al., 2006; Voytek et 470	

al., 2010; Miller et al., 2012; Zavala et al., 2014). Whether the dACC establishes this 471	

rhythm, or it is entrained by another structure remains to be determined.  472	

 Theta rhythms are not unique to the dACC and to mechanisms of learning and 473	

cognitive control. It is known in humans and rodents that action potentials commonly 474	

couple to hippocampal theta rhythms, which are 4-8 Hz in the rat and 1-4 Hz in humans 475	

(Jacobs, 2014), and that this coupling likely supports memory processes (Buzsáki, 2005). 476	

Interestingly, action potentials couple preferentially to 4-6 Hz rhythms in the dACC in 477	

humans (Jacobs et al., 2007), which is the same range in which functional differences in 478	

phase amplitude coupling were observed in the current study. The medial-to-lateral CMI 479	

presented here also took on rhythmicity in precisely the 4-6 Hz range. These results 480	
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support FMΘ arising from an information transfer architecture, as has been proposed in 481	

the rodent hippocampus (Mizuseki et al., 2009).  482	

 483	

Conclusions 484	

 485	

We have shown that feedback is associated with broadband ERPs and high gamma 486	

responses in the dACC and dlPFC. We have also shown that these signals are coupled to 487	

theta-band oscillations, and that information is conveyed from dACC to dlPFC entrained 488	

to a theta rhythm. Our data support a novel model for the generation of FMΘ associated 489	

with feedback in human subjects, and pave the way for future experiments to test how 490	

humans use FMΘ signals to coordinate behavioral responses to feedback or other 491	

indications for the need for cognitive control. Together these results suggest that 492	

feedback-related information is initially processed in the dACC and quickly 493	

communicated to lateral prefrontal cortex as part of a cognitive control signal (Sheth et 494	

al., 2012; Shenhav et al., 2013).  Lateral PFC presumably incorporates this information to 495	

influence ongoing behavioral modifications relevant to the immediate context and long-496	

term goals (Miller and Cohen, 2001; Carter and van Veen, 2007).  497	

 498	
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	698	

Figure	Legends		699	

	700	

Figure	1.	Task	description	and	behavioral	performance.	A,	MSIT	task	701	

description	and	timeline.	A	fixation	cross	appears	on	the	screen	500	milliseconds	702	

before	stimuli	are	shown.	Four	labeled	examples	of	the	different	types	of	703	

interference	are	shown	above	the	stimulus	period	in	the	task	timeline.	Feedback	704	

occurs	following	the	subject’s	response	to	the	stimulus.	In	valenced	feedback	trials,	705	

the	target	number	turns	green	for	correct	responses	and	red	for	incorrect	706	

responses.	In	neutral	feedback	trials,	the	target	number	turns	blue	regardless	of	707	

whether	the	subject	responded	correctly.	Examples	of	the	four	possible	types	of	708	
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feedback	are	shown	for	the	example	stimulus	that	contains	both	types	of	709	

interference.	B,	Distributions	of	RTs	for	each	subject	colored	by	subject.	C,	Mean	RTs	710	

across	subjects	for	trials	containing	the	four	different	types	of	interference.	The	711	

asterisk	indicates	statistical	significance	over	conditions	for	the	ANOVA.	D,	Mean	712	

RTs	across	subjects	for	trials	following	correct	and	neutral	feedback.	“n.s.”	indicates	713	

no	significant	difference.		714	

	715	

Figure	2.	Depth	Electrode	locations	in	seven	subjects.		716	

The	locations	of	the	medial	and	lateral–most	contacts	on	each	depth	electrode	717	

projected	onto	the	medial	and	lateral	surfaces	of	each	hemisphere	of	the	MNI	718	

standard	brain.	Colors	represent	individual	subjects.			719	

	720	

Figure	3.	FRN	in	high	and	low	frequency	LFP.	A,	Response	aligned	spectrograms	721	

averaged	over	trials	(mean±S.D.	=	289±65.32) and	patients.	Frequency	bands	722	

during	the	outcome	period	that	are	significantly	different	between	feedback	723	

conditions	arte	outlined	with	gray	boxes	(paired t-tests, corrected for 72 hypotheses, all 724	

p<0.01).	B,	Response	aligned	inter-trial	phase	coherence	averaged	over	trials	and	725	

patients.	C,	Representative	event	related	potentials	from	one	subject	for	medial	and	726	

lateral	electrode	contacts.	Green	and	blue	lines	represent	correct	and	neutral	727	

feedback	conditions,	respectively,	and	black	lines	represent	the	difference.	Shading	728	

represents	standard	errors.	D,	Representative	evoked	high	gamma	response	from	729	

one	subject.	E,	Quantification	of	FRN	amplitude	from	ERP	(Mann-Whitney U test, p = 730	

0.0041, N = 32 contacts).		F,	Quantification	of	high	gamma	power	for	each	feedback	731	

not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which wasthis version posted November 21, 2015. ; https://doi.org/10.1101/029058doi: bioRxiv preprint 

https://doi.org/10.1101/029058


	 30	

condition	(Mann-Whitney U test, p = 0.00096, N = 22 contacts).	G,	Quantification	of	732	

latency	differences	between	medial	and	lateral	high	gamma	responses	(two-sample 733	

t-test, p = 0.02, N = 22 contacts).	Asterisks	indicate	significant	differences	(p<0.05).	H,	734	

Lagged	cross-correlogram	between	medial	and	lateral	high	gamma	responses.	The	735	

peak	indicated	that	mean	high	gamma	responses	in	lateral	contacts	lagged	those	in	736	

medial	contacts	by	79	ms.		737	

	738	

Figure	4.	Phase-amplitude	coupling	(PAC)	of	low	and	high	frequency	LFPs.	A,	739	

B,	Representative	PAC	for	a	medial	(A)	and	lateral	(B)	contact	in	one	subject	for	740	

each	feedback	condition	(correct	and	neutral).	C,	D,	Plots	of	the	real	(x	axis)	and	741	

imaginary	(y	axis)	components	of	the	modulation	indices	over	trials	for	a	742	

representative	patient	for	medial	(C)	and	lateral	(D)	contacts.	Blue	dots	represent	743	

the	modulation	indices	for	neutral	trials	and	green	dots	represent	the	modulation	744	

indices	for	correct	trials.	E,	Mean	modulation	indices	across	patients	for	medial	and	745	

lateral	contacts.	Green	and	blue	bars	represent	correct	and	neutral	feedback	trials,	746	

respectively.	Asterisks	indicate	significant	differences	(p<0.01).	Modulation indices 747	

were greater for correct feedback trials than neutral feedback trials in medial (Tukey-748	

Kramer, p = 0.0052, N = 36 contacts), but not in lateral (Tukey-Kramer, p = 0.0598, N = 749	

36 contacts) contacts. The difference in theta-high gamma coupling between correct and 750	

neutral trials was greater in medial contacts than lateral contacts (Tukey-Kramer, p = 751	

0.0098, N = 36 contacts).	752	

	753	
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Figure	5.	Pairwise	conditional	Granger	Causality	between	dACC	and	dlPFC.	A,	754	

Pairwise	GC	over	frequencies	for	the	lateral-to-medial	direction.	Mean	GC	values	755	

across	patients	are	shown	in	dark	bold	orange,	and	patient	specific	data	are	shown	756	

in	light	orange.	Peak	frequencies	averaged	over	patients	are	indicated	in	the	colored	757	

text	in	the	plot.	B,	Pairwise	GC	over	frequencies	for	the	medial-to-lateral	direction.	758	

Mean	GC	values	across	patients	are	shown	in	dark	bold	blue,	and	patient	specific	759	

data	are	shown	in	light	blue.	Peak	frequencies	averaged	over	patients	are	indicated	760	

in	the	colored	text	in	the	plot.		761	

	762	

Figure	6.	Conditional	mutual	information	exchange	between	dACC	and	dlPFC.	763	

A,	Mean	CMI	across	subjects	after	feedback.	Pink	lines	represent	medial-to-lateral	764	

information	transfer,	and	brown	lines	represent	lateral-to-medial	transfer.	Gray	765	

lines	represent	shuffled	data.	Dashed	and	dotted	lines	show	sinusoidal	fits	for	766	

medial-to-lateral	and	lateral-to-medial	CMI,	respectively.	Vertical	line	represents	767	

feedback	onset.	B,	Mean	spectra	of	the	CMI	time	series	show	increased	theta	power	768	

for	medial-to-lateral	CMI.	769	
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