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ABSTRACT. Epistasis is a key concept in the theory of adaptation. Indicators of epistasis
are of interest for large system where systematic fitness measurements may not be pos-
sible. Some recent approaches depend on information theory. We show that considering
shared entropy for pairs of loci can be misleading. The reason is that shared entropy does
not imply epistasis for the pair. This observation holds true also in the absence of higher
order epistasis.
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1. INTRODUCTION AND RESULTS

Epistasis is typically prevalent for antimicrobial drug resistance mutations. Sign epis-
tasis means that the sign of the effect of a mutation, whether good or bad, depends
on background. Sign epistasis may be important for treatment strategies, both for an-
tibiotic resistance (Goulart et al., 2013) and HIV drug resistance (Desper et al., 1999;
Beerenwinkel et al., 2007 a). For instance, there are sometimes constraints on the order
in which resistance mutations occur. A particular resistance mutation may only be se-
lected for in the presence of another resistance mutation. We will investigate the relation
between entropy (Shannon, 1948) and epistasis for such a system.

Consider a 3-locus balletic system where a mutation at the first locus confers resis-
tance, whereas mutations at the second and third loci are only selected for in the pres-
ence of the first mutation (otherwise they are deleterious). As conventional, 000 denotes
the wild-type. For instance, consider the log-fitness values

w000 = 0, w100 = 0.09531018 w010 = −0.09531018 w001 = −0.09531018

w110 = 0.1906204 w101 = 0.1906204, w011 = −0.1906204 w111 = 0.2859305

The two-way interactions can be described by the following sign pattern.

w000 − w010 − w100 + w110 > 0

w001 − w011 − w101 + w111 > 0

w000 − w001 − w100 + w101 > 0

w010 − w011 − w110 + w111 > 0

w000 − w001 − w010 + w011 = 0

w100 − w101 − w110 + w111 = 0
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The four inequalities express that there is positive epistasis for the first and second loci,
as well as for the first and third loci. The two equalities show that there is no epistasis
for the second and third loci. The total 3-way epistasis is zero as well,

w111 − w110 − w101 − w011 + w100 + w010 + w001 − w000 = 0.

For more background on gene interactions, see Beerenwinkel et al. (2007 b). We will
compare epistasis and entropy (e.g Streiloff et al., 2010; Gupta and Adami, 2015). The
starting point for adaptation is 000, and we use standard assumptions for the evolution-
ary process in an infinite population. The genotypes 010, 001 and 011 being rare, we ap-
proximate their proportions to zero. By assumption, we expect equilibrium proportions
for the subsystem 100, 110, 101, 111. Indeed, there is no epistasis for this subsystem.

Let p1∗∗ be the proportion of genotypes with a substitution at the first locus, and p11∗
the proportion with mutations at both the first and second loci at some point in time.
By assumption, the expected proportion of each genotype is
000 : 1− p1∗∗, 100 : p1∗∗ (1− p11∗)

2 110 : p1∗∗ p11∗(1− p11∗) 101 : p1∗∗p11∗(1− p11∗),
111 : p1∗∗ p11∗
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For instance, if p1∗∗ = 0.1 and p11∗ = 0.1 then the proportions are
000 : 0.9, 100 : 0.081, 110 : 0.009, 101 : 0.009, 111 : 0.001.

Consider the entropies for the second and third loci, H(2) and H(3), the joint entropy
H(2, 3), and the shared information H(2)+H(3)-H(2,3) (see the method section).

H(2) = H(3) =− 0.99 log 0.09− 0.01 log 0.01 = 0.08079314

H(2, 3) =− 0.981 log 0.981− 0.009 log 0.009

− 0.009 log 0.009− 0.001 log 0.001

=0.1563824

H(2) +H(3)−H(2, 3) =0.002145886

The shared entropy for the second and third loci differs from zero. However, there is no
2-way epistasis for the pair of loci.

By extrapolation, consider an analogous system for L-loci. Then L− 1 mutations are
selected for only if the first mutation has occurred, but there are no other interactions.
We would find shared entropy for

(
L
2

)
pairs of loci, although there is 2-way epistasis

L− 1 pairs of loci only.

2. DISCUSSION

We have demonstrated that shared entropy for two loci does not imply epistasis for
the pair. This observation holds true also in the absence of 3-way epistasis (as defined
here) in a single environment. There are obviously other reasons for caution in interpre-
tations of entropy. Different drugs constitute different environments. Some resistance
mutations may be correlated if they are beneficial in the presence of a particular drug,
but not for other drugs. In such cases entropy would not not imply epistasis.

Entropy based approaches to epistasis are coarse. Observations on entropy and epis-
tasis based on 2-locus systems can be misleading for general systems. From a theoretical
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point of view, a better understanding of large systems is important for handling drug
resistance data.

3. METHODS

Let x and y be discrete random variables with states x1, x2 and y1, y2. Let pi denote
the frequency of xi, and pij the frequency for the combination of xi and yj . The entropy
(Shannon, 1948) H(x) and the joint entropy H(x, y) are defined as

H(x) =− p1 log(p1)− (1− p1) log(1− p1)

H(x, y) =− p11 log p11 − p12 log (p12)

− p21 log p21 − p22 log (p22)

The shared entropy is the quantity H(x, y)−H(x)−H(y).
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